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Q.1. What is meant by DBMS ?

system (DBMS) is a collection of interrelated
¢ an domar onemied relatonal caloulns and it operations e r——— T T 1111} Ans. A database management sy ( ) " T Il
\ v data and a set of programs to access those data, The collection of data, usually
\_:u-.:m.. Dewigr - Introdaction 1o

referred to as the database, contains information relevant to an enterprise.
The primary goal of a DBMS is to provide a way to store and retrieve database
information that is both convenient and efficient.

= . i i information.
:rr-r:- oK Peojec 2 yorm operations of relauonal algebra, oplimization Database systerTm are designed tq manage large bodies of inform t:p
UNIT - g s based cost estimavon based ........,, it -(142 to 150)  Management of data involves both defining structures for storage of information
IR Frucsemy Conceps - Tranao and providing mechanisms for the manipulation of information. In addition,
w:.. * Froccseg Concepts - Tonsaongg System, Tesung of Senalizability, p £ p

'_-a'\.:-:l'-nn.l..::-.ul'.".r:l.l.'d\r-:c
o atsactyy lausres. Lin' basert rew

:-_‘u.di:u.lu!ulc.mnm-.;bdny. Recovery

the database system must ensure the safety of the information stored, despite

Comesrten s Comieo! Tocungun o Vockpont. deadiock handling ........ (151 t0 168]  system crashes or attempts at unauthorized access.

o el ot '1:1.:). Conteol. locking Techniques for

bascd p U ur concurrency control, valids 1 2 . . 5
coacarrest & tultversion schemes, B dation .2. Differentiate the term data, information and knowledge.

. 5 ccovery with 8

_l]l'n:l'\x.‘“.,t " bac c‘lh"ln'tmu.l. s (169 t0 193) (R.GPV., Dec. 2014, 2015)

echnuiogy wne A P eidys unn, warchousing, Object g . 2 .
:,:_T_;.‘ Multescda, ;r-:‘-.-,»..?";_':i_:.” DODBMS Vs Disws, T, mporal Ans. Data is a collection of raw facts and figures. Whereas, information

< LS et aenens s sanadmagi 2 . . . H Rt
Study of Relaing) 1) : e (193 0 2000 g the result of data processing which can be used to help people in decision
sl Database Magay : : } . 4 Bl e :

itmumm rvscal flie, ,:n...r.‘::f:,f: ?"1‘"'“ through OracleMys o) making. But knowledge is a collection of interesting and useful information.

< (ot : 7 + back pria, . -
ey, Dt B cxients and bhogy, e PSS e, (201 10 291)
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s links and
Pt limian, ¢ vicw

Wivindt defineg "y
iagie

Dats dictionar, o

dsetver, mull thecy dog
MANAECTEnt | e i

ELT
Secunty, pule
¥ roke g pemye
Dats extraction 1y, 4, il 1 Y fradel] 0] \iucrm-f knl, pvi|
Jont Usage of liie ap, o *Pie Lables oqup- iy, T ¢ i
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{211 10 221)

i et (231 10 237)
wr

In data, there is no role of information whereas in information processing
data is the most important clement. In case of knowledge, information is the
main clement.

Q.3. Define the term data redundancy and inconsistency.

(R.GPV,, Dec. 2011)
Or

Batdiing e e BT ~ Neggeg ot What is data inconsistency ? (R.GPV., Dec. 2016)
parameters, Usage of £ Mcchaniym S0P mr ey,
pafan Proced (238 to 249) o o -
Wmitations, Triggers mmm::tz:‘:: T:t:‘-:,u:u». 'J“'UEEi;:ﬁ'}u" 10 ot type Ans. Since different programmers create the files and application
+ fklead of riggery unctions (e programs ove

v, (249 10 266)

ra long period, the various files are likely to have different
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formats and the programs may be written in several programming languages,
Furthermore, the same information may be duplicated in several files. This
redundancy leads to higher storage and access cost. In addition, it may lead
10 data inczo'nsistcncy. that is, the various copies of the same data may no
longer agree.

Q.4. What are the problem caused by data redundancies ? Can data
redundancy be completely eliminated when a database approach is used.

(R.GP.V,, Dec. 2014)

Ans. Redundancy of data means, having same set of data many times at

different locations. For example, in case of college administration system.

The identity of students are stored in every department like admission
department, fees department and examination conducting unit etc.

This redundancy of data leads to various problems. Firstly, different units
are storing the same data thus storage spaced is wasted. Secondly, in case any|
manipulaziun has 10 be done, it has lo be done at every place, thus leading to;
duplication of efforts. Third and major one, it leads to inconsistency, i.c. it
may be possible that two records in the two departments reveal different

facts, and we cannot judge which one is correct. Those anomalies can destroy
the effectiveness of the database.

The designed goal with the database approach forces to concentrate the
data into a single logical structure, that will be used by every department. And
the data in design. is related with another with the help of primary fact.

For example, in student database, the primary fact is roll number, the,
various data like name, address, and phone along with roll number is stored'

by admission unit, the other unit uses the roll no., for distinguishing every

student from another. )

The relational database controls data redundancy by using common attributes
that are shared by tables, called foreign keys. The proper use of foreign keys is
crucial to controlling data redundancy. Although the use of foreign keys rloes:
not totally eliminate data redundancies, because the foreign key values can be.
repeated many times, the proper use of foreign keys minimizes data rcdundanciﬂ;e
thus minimizing the chance that destructive data anomalies will develop. {

0.5, Explain data dictionary. (R.GPV,, Dec. 2013]%

Ans. The DBMS must provide a data dictionary function. The data dictionary |
is a database which contains “data about the data™ (called metadata or dcscriplﬂr};
— that is, definitions of other objects in the system, instead of “raw datn‘j. In}
particular, all of the various schemas and mappings and all of the vnrl?“"

security and integrity constraints will be stored, in both source and object
form, in the dictionary.

Unit-1 5

Q.6. Differentiate between two tier and three tier client/server
architecture. (R.GP.V, Nov./Dec. 2007, Dec. 2013)
Ans. Database applications are partitioned into two or three parts as shown

in fig. 1.1. In a two-fier architecture, the application is partitioned into a
component that resides at the client machine, which invokes database system
functionality at the server machine through query language statements.

Application program interface standards like ODBC and JDBC are used for
interaction between the client and the server.

L L L LT T p—"
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(a) Two-tier Architecture
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(b) Three-tier Architecture
Fig. 1.1 Two-tier and Three-tier Architectures

In contrast, in a three-tier architecture,
front end and does not contain any direct d
communicates with an application serv
application server in turn communicates
The business logic of the application,
under what conditions, is
distributed across multipl
for large applications,

the client machine acts as merely a
atabase calls. Instead, the client end
er, through a forms interface. The
with a database system to access data.
which says what actions to carry out
embedded in the application server, instead of being
e clients. Three-tier applications are more appropriate
and for applications that run on the World Wide Web.,
Q.7. Briefly explain about database system architecture,

Oor (R.GPV, Dec. 2017)
. Explain the component modules of a DBMS and their interactions
with the architecture,

or (R.GPV.,, June 2010)
Explain system structure of DBMS.

(R.GP.V,, June 2006, 2007, Dec. 2013)
Or
What do you mean by DBMS architecture ?

(R.GPV,, June 2004, Nov./Dec. 2007, Dec. 2016)
Or

Discuss in detail abous database system architecture with neat diagram

(R.GPYV, May 20158)
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Ans. A database system is partitioned into module that deal with each of
the r&pgﬁxihiliuc\ of the overall system. The functional components of a
database svstem can be divided into the storage manager and the query

processor components. Fig. 1.2 shows the structure of DBMS.

~_Natve Usen 1l Sophlsticated Database
Rymi, [‘ﬁ;n-nn Users (Analysts) Adminkstrator
[
sc

v Use

e > Ramaisestion)
Qi Teols

essssssssssnsssssan

Query Processor

Stornge Manager

Disk Storage

Fig. 1.2 System Structure
In fig. 1.2, the functional components of DBMS have query components
and storage components as follows —
The Query Processor — The query processor components include —
(i) DDIL Interpreter - 1ts function is to execute the low-level
statements and records them in a set of tables that having metadata,
(i) DML Compiler - Its function is to convert DML statements in

source form of query language into necessary object form (i.c., low-level
instructions) that query evaluation engine understands.

Unit-1 7

(iii) DML Precompiler — Its function is to convert DML statements
embedded in application program to normal procedure calls in host language. To
generate appropriale code, the precompiler must interact with DML compiler.

(iv) Query Evaluation Engine — Its function is to execute the low-
level instruction generated by DML compiler.

Storage Manager — A storage manager is a program module that provides

the interface between the low-level data stored in the database and the application
programs and queries submitted to the system.

The storage manager components include —
(i) Authorization and Integrity Manager — Tests for the satisfaction
at integrity constraints and checks the authority of users to access data.

(i) Transaction Manager — Ensures that the database remains in
consistent state despite system failure and concurrent transaction executions
proceed without conflicting.

(iii) Buffer Manager — Responsible for data fetching from disk
storage into main memory and deciding what data to cache in memory.

(iv) File Manager — Manages allocation of space on disk storage
and data structures used to represent information that stored on disk.

The storage manager implements several other data structures are needed
as the part of physical system for implementation —

(i) Indices = These provide fast access to the data items that hold
particular values.

(ii) Statistical Data —This store statistical information about data in
database. To execute a query, this information is used by query processor.

. (iii) Data Files — These are actual files that store the data in database
i.e., these are database files

(iv) Data Dictionary — This stores metadata about each and every
entity of the database along with security and integrity constraints.

Q.8. Define database management system (DBMS). What are the major
component of this system ? Explain each component.
(R.GPV¥, Nov. 2018)
Ans. DBMS - Refer to Q.1.

Component of DBMS - Refer to Q.7.
Q.9. What are the different modules present ? Explain in detail.

(R.GPV, Now. 2018)
Ans. Refer 1o Q.7.
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i i le-oriented system and a

.10. Explain the difference between a Si
dnmgrsr oriented system. - (R.GPV,, June 2009)
" B _based approach different from the file based approach?
How is the data pp Lphrmnba. tpwnid

Ans. There are a number of characteristics lq disli.nguish the dafn’base
approach from the traditional approach of programming with files. In lradnmpal
file processing. each user defines and ;mp'lcmcm.s the files needed for a specific
application as part of programming the application. For c.xa_mplc. one user, the
grade reporting office, may keepa file on students and their grad.cs. Programs
to print a student transcript and to enter new grades into the file are implemented.
A second user. the accounting office, may keep track of student’s fees and
their payments. Although both users are interested in data about students,
each user has 10 maintain scparate files and programs to manipulate these files
because each user requires some data not available from the other user’s files.
This redundancy in defining and storing data causes wasted storage space and

redundant efforts to maintain common data up-to-date. In the database
approach, = single repository of data is maintained that is defined once and
then 1s accessed by various users.

The main characteristics of the database approach versus the file-
processing approach are as follows -

(i) Self-describing Nature of a Database System — The database
system contains not only the database itself but also a complete definition or
description of the database structure and constraints. This definition is stored
in the svstem, catalog, which contains information such as the structure of
each file, the type and storage format of each data item and various constraints
on the date. The information stored in the catalog is meta-data and it describes
the structure of the primary database.

In traditional file processing, data definition is the part of the application
programs themselves. Hence, these programs are constrained to work with
only one specific database, whose structure is declared in the application
programs. Whereas file-processing software can access only specific database: .
DBMS software can access diverse databases by extracting the data definition:
from the catalog and then using these definitions.

(ii) Insulation between Programs and Data, and Data Abstraction —

In traditional file processing, the structure of data files is embedded in the access

programs, so any changes to the structure of a file may require changing all
programs that access this file. By contrast, DBMS access programs do nol require
such changes. The structure of data files is stored in the DBMS catalog separately
from the access programs. This property is called program-data independence.

Unit-1 9

The characteristic that allows program-data independence and program-
operation independence is called data abstraction.

(iii) Multiple Views of the Data — A databasc has many users, each
of whom may require a different perspective or view of the database. A view
may be a subset of the database or it may contain virtual data that is derived
from the database files but is not explicitly stored. Some users do not need to
be aware of whether the data they refer to is stored or derived. A multiuser
DBMS having variety of applications must provide facilities for defining multiple
views,

(iv) Sharing of Data and Multiuser Transaction Processing — A
multiuser DBMS must allow multiple users to access the database at the same
time. This is essential if data for multiple applications is to be integrated and
maintained in a single database. The DBMS must include concurrency control
software to ensure that several users trying to update the same data do so in a
controlled manner so that the result of the updates is correct.

Q.11. List four significant differences between a file processing system
and a DBMS, (R.GPV., May 2018)
Ans. Refer to Q.10.

Q.12. What are the main differences between a file processing system
and a database management system ? Describe the overall system architecture
of a database system. Also show the connection system. Also show the
connection amongst its various components. (R.GPV,, Dec. 2012)

Ans. Differences between a File Processing System and a Database
Management System — Refer to Q.10.

System Architecture of a Database System — Refer to Q.7.

Q.13. What are the advantages of DBMS over traditional file system ?

(R.GPV,, June 2007)
Ans. The advantages of DBMS are as follows —

(i) Reduction of Redundancies — Centralized control of data by the
DBA avoids unnecessary duplication of data and reduces the total amount of
data storage required. It also climinates the extra processing necessary to trace
the required data in a large mass of data. Another advantage of avoiding duplication
is the elimination of the inconsistencies present in redundant data files.

(ii) Shared Data - A database allows the sharing of data under its
control by any number of application programs or users.
) (iii) Integrity — Centralized control ensures that adequate checks are
incorporated n the DBMS to provide data integrity. Data integrity means that
the data contained in the database is accurate and consistent.
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. i of vital importance 10 an organization and
i Srcurrr_;' _T[r?:\:nc?n?:t;c‘:;::\‘r‘gnln must not be accessed by
S be .mnﬁdcmm" The -ml.-\ cnsures that proper access procedures are
?n{-;::a:;m:ndc ]i':drl-‘::'r"mpﬂ authentication schemes for access to the _DBMS
:::d nddi;mnal checks before permitting access to sensitive dn;a(.’ [:lrt;f:;:;l
Jevels of security can be implemented for various 1ypes ofdataan : lIl) 5 .
The cnt‘orcemc.m of security can be datavalue dependent as well as data-
tvpe dependent it
-T‘c ‘T‘cm Conflict Resolution — The DBA resolves the conflicting
requirements of various users and applications. In essence, the DBA choaoses
the best file structure and access method to get nphmn'l_ rfcrl'urmm}cc for the
response-critical applications, while permitting less critical applications to
continue 1o use the database, although with a relatively slower response.
(vi) Data Independence - There are two types of data i_ndcpcndence
— physical datz independence and logical data independence. Data independence

is advantageous in the database environment since it allows for changes at one
level of the database without affecting other levels.

0.14. Compare database approach with traditional file accessing approach.
Also, discuss the advamiages of database systems. (R.GP.V., Dec. 2009)

Ans. Comparison — Refer to Q.10.

Advantages of Database System — Refer to Q.13.

Q.15. What is DBMS and what are the components of DBMS ? What are
the advamages of DBMS over file oriented approach ? (R.GP.V,, Dec. 2010)

Ans. DBMS — Refer to Q.1.

DBMS Components — Refer to Q.7.

Advantages of DBMS - Refer 1o Q.13.

_—
f ~ DATA MODELS, SCHEMAS AND INSTANCES, DATA

| INDEPENDENCE, DATABASE LANGUAGE AND INTERFACES,
| OVERALL DATABASE STRUCTURE, FUNCTIONS OF DBA AND
8- DESIGNER

Q.16 Define the term data models. (R.GPV., June 2010, Dec. 2011)
Ans. Amodel is an abstraction process that hides superfluous details while
highlighting details pertinent to the applications at hand. Data model is a mechanism
that provides the abstraction for database applications. Data modeling is used t©
represent entities of interest and their relationships in the database. It a1lu‘ws the
conceptualization of the association between various entities and their atributes.

Unit -1 "

We can say that data model is a collection of conceptual tools to describe data,
data relationships, data semantics and consistency constraints.

A number of models for data representation have been developed. Most
data representation models, provide mechanisms to structure data for the entities
being modeled and allow a set of operations to be defined on them. The models
also enforce a set of constraints to maintain the integrity of the data. These

models differ in their method of representing the associations amongst entities
and attributes.

Q.17. Discuss main categories of data models.
(R.GPV., Dec. 2006, Nov./Dec. 2007)
Or
Explain the various data models briefly with an example.

(R.GP.V,, June 2016)
Ans. One data model can be distinguished from other on the basis of the
way relationship among data, that is defined and the way the data is conceptually
defined. There are many data models, chosen as per need of the application.
These are fallen in following categories —
(i) Object-based logical models
(i) Record-based logical models
(iii) Physical data models.

(i) Object-based Logical Models — These models are used in
describing data at logical and view levels, They are characterized by the fact
that they provide flexible structuring capabilities and allow data constraints to
specify explicitly. This model emphasizes that, everything is object having a
set of attributes. There are many data models in this category —

(a) Entity-relationship model

() Semantic data model

(a) Entity-relatiunship Model — This model moves around
three things — entity, attribute and relationship, This model is based on perception
that consists of collection of objects called entitics and every two entities are
distinguished from

: other through their own set of properties. The relationship
exists between these entities. E-R dia

gram graphically expresses the logical
structure of database (schema) and it uses —

(1) Rectangles, to represent entity set
(2) Ellipses, to represent attributes

(b) Object-oriented model
(d) Functional data model.

(3) Diamonds, to represent relationshi
(4) Lines, toshow the links between enti

' (b) Object-oriented Model —
collection of objects, Object has values stored i

PS among entity sets
ties and relationships,
This model is based on a
n instance variable within the
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obrect. An obiect also contains hadics of code that operate ‘““ ‘ll“’ object.
These hadhies of ¢ de are called methods. This moadel mtmdg;cs the coneept
of ¢lasees thal conmims ohjects having same pe of values L SRTUE sct of
attribute names and same methods. Values of attributes determine lh‘.e object
along with the methads 1.¢.. set of Instruchions, that arc \1§cd 1o ﬂ‘-“d\f)' those
values At any parmcular moment of time. object can be said 10 be the instance
of the class Two or more objects communicate each other by passing
messapes The only way 1 which one object can aceess the data of another
obiect 1« by imvoking a method of that object. This action is called sending a
mexsaze 10 the otiect Thus. the call mterface of the methods of an object
defines that objects are externally visible pants. The internal parts of the object,
the instance vanables and methods code are not visible externally. The result is
two levels of datz abstracthon.

(ii) Record-based Logical Models — These models are also used in
describing data 2t lomeal and view levels. But in contrast to the object-based
data models. they revolve around the records of the database and specify the
overall structure of daabase, with the help of values of records. Record-
hased models are so named. since the database is structured in fixed-format
records of several types.

Each record tvpe defines a fixed number of ficlds or attributes and each
field 1s usually of 2 fixed length. This simplifies the physical-level implementation
of the database. The three most widely used record-based models are —

(2) Relauonal model (b) Network model (c) Hierarchical model.
(a) Relational Model - This is most popular among the various
record-based models. This model uses a collection of tables 1o represent both
data and the relationships among those data. Each table has multiple columns
and cach column has unique name. Table is given the name relations, rows
represent the records and the columns represent the awtributes or properties.
In this model. data is handled on a conceptual rather than physical basis.
This mechanism helps in processing entire files of data with single statement.

The logical manipulation of data also makes feasible the creation of query
languages mare accessible 1o non-technical users.

’ﬂnlumer‘nnmnl sucial securily l(mlumrr_ulrul]culluntr‘ch}l lt(ounl_numberll

Johnson 192-83-740% Alma Falo Allo A-101
Smith 019-28-3T40 North Rye A-115
Haves 677-89-9011 Main Harrisen A-102
Turner 182736091 Putaam Stamfurd A-308
Johnson 192-83-7465 Alma Palo Alle A-201
Jones 321-12-3123 Maln Harrison A-217
Lindsay 336-66-9999 Park Pitsficld A-122
Smith 019-28-3746 North Rye A-101
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For example, fig. 1.3 represents a sample of

account_number | balance

relational database comprising of two tables. One 1ot -
table shows bank customers and other shows the A-215 700
account that belong to those customers. It shows, A-102 200
for example, that customer Johnson with A-305 3%0
social_security number 192-83-7463, lives on Alma A-201 900
in Palo Alto and has two accounts, A-101 with a A7 750
balance of $500 and A-201 with a balance of $900. s e
Also, customers Johnson and Smith share account  Fip. 1.3 Relational
number A-201.

Database Sample
(b) Network Model — Data in network model are represented
by collection of records and relationships among data are represented by links,
that can be viewed as pointers. A pointer is a physical address which identifies

w}!ere next record can be found on the disk. Fig. 1.4 shows a network database
using the same information as shown in fig. 1.3.

|dohnson | 192-83-7465 | Alma | Palo Alto
| Smith | 019-28-3746 | North | Rye

Harrison mm
LLindsav T 336-66-9999 | Park Pittsfield A-217 750

A-212 700

Fig. 1.4 Network Database Sample
) (¢) MHierarchical Model — It is very similar to netw
as in both of the models, data and relati i — .

_ ’ ionships among data are represented by
n rtrcnrds and links respe:cll\'cly. In this model, records are organizedI:ts collc:ctio;
oltrees rather than arbitrary graphs. Fig. 1.5 shows hicrarchical database system.
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(iii) Physical Data Models — This model is used to describe data g

Unit-1 15

(i) Internal Level—The internal level has an internal schema, which

the lowest level i.c., 1o describe the behaviour of data at the di,"k levelie., the gescribes the physical storage structure of the database. The internal schema
way the data and data relationships are maintained while storing them on the yges o physical data model and describes the complete details of data storage
disk. This decided the way the DBMS is going 10 use secondary storage and access paths for the database.

devices. for storing and accessing database. The widely used these data models
are —
(2) Unifying model  (b) Frame memory model.

Q.18. Explain network and hierarchical model and compare them.

(ii) Conceptual Level — The conceptual level has a conceptual

schema, which describes the structure of the whole database for a community
« ofusers. The conceptual schema hides the details of physical storage structures
and concentrates on describing entities, data types, relationships, user operations

(R.GPV., Dec. 2009) " and constraints. A high-level data model or an implementation data model can

Ans. Refer 1o Q.17 (i) (b) and (c).

Q.19. Explain the term database schema.
(R.GP.V, Nov./Dec. 2007, Dec. 2013)
Or
What is schema and subschema ? Explain these two concepts through
examples. (R.GPV,, Dec. 2014)
Or
What is schemas ? (R.GEV,, June 2009, 2016)

Ans. Schema is the logical description of entire database. That is, the
overall design of the database is called database schema and it is changed
rarely. The arrangement of all the files for an entire organization is an example |
of the schema. ‘

Database systems have several schemas, partitioned according to the|
levels of abstraction. At lowest level is physical schema, at intermediate level
is logical schema and at highest level is subschema or external schema.
Generally, database systems support one physical schema, one logical schcmfti‘
and several subschemas. E

Basically, internal schema describes how the data are actually stored on|
disk. Conceprual schema describes the structure of the database to database
designer. External schema or subschema describes the structure of database
to end users. An end user gets the view of the database via external schema.

The arrangement of files pertaining to a specific su bsystem of an organization
is an example of the subschema, i

) Q.20. Describe the three-level architecture of DBMS. Also explain it
importance in a database environmeny, (R.GPV., Dec. 2017)

Ans. Fig. 1.6 shows the three-schema architecture. Its goal is to separat®
the user applications and the physical database. The architecture is divided int®
three levels — the external level, the conceptual level and the intemal level. The
view at each of these levels is described by a schema. A schema is an outline of

a plan that describes the records and relationships existing in the view.

be used at this level.

External
Level

External/Conceptual
Mapping

| Conceptual Schemn_l
Conceptual I

Level [

Internal Schema l

=)

Stored Database
Fig. 1.6 The Three-schema Architecture

Conceptualinternal Mapping

Internal
Level

(iii) External or View Level — The external or view level includes a
number of external schemas or user views. Each external schema describes
the part of the database that a particular user group is interested in and hides
the rest of database from that user group. A high-level data model or an
implementation data model can be used at this level.

Q.21. Discuss the three-level architecture of DBMS. Explain how does
it lead to data independence. (R.GPV., Dec. 2015)

Ans. Refer 10 Q.20.

Whenever we have a multiple-level DBMS, its catalog must be expanded
to include information on how to map requests and data among the various
levels. The DBMS uses additional software to accomplish these mappings by
referring to the mapping information in the catalog. Data independence is
accomplished because, when the schema is changed at some level, the schema
at the next higher level remains unchanged, only the mapping between the two
levels is changed. Hence, application programs referring to the higher-level
schema need not 1o be changed.

Scanned with CamScanner




16 Database Management System (B.E., V-Sem) Unit-1 17

(.22. Discuss overall system 3“"'.0-'""‘ ofa d""‘fb‘" managem{ems‘ys;em_ are Create table, Drop table and Alter table. For example, to create our Book
Explain the difference between boglenlmd ploysical sd:ema., s view table, we can use the Create table command provided by SQL as —
level in this context ? (R.GRV,, June 201y, g

CREATETABLE BOOK
Ans. Refer 10 Q.7 and Q.20. (1d INTEGER,
0.23. Define the term database instance. il'l;:jccl (c:ﬂi; gg;
. - 5= gy e
Ans. Generally, the database is changed over time, as data is inserteq, Alulhur CHAR (20)
deleted or updated. The state of database at any particular moment of time i ¢, Publication CHAR (30))

the collection of data and information along with various objects definition ig The column, the form, the table are specified within the brackets. Along with
called the instance of the database, :

every column we specify the type and size of data allowed for that column. The
DBMS uses its own pre-specified length for integers. After executing ‘1hc create
table statement, only an empty structure called the template of the table is created.

In database terminology, the structure is a schema and the instance of
schema is a database.

Q.24. What is the difference between a database schema and a database

Q.28. Write short note on data manipulation language (DML).
state ?

(R.GP.V,, Dec. 2006, 2010) (R.GPV.,, June 2010)
Ans. Refer to Q.19 and Q.23. Ans. A data manipulation language (DML) is a language that enables users
Q.25. Explain the term data independence. :]a:iccc:l?; u:;:;:;n‘i:?l:ifc‘::;:: :Srgamzcd by appropriate data model. We have

GPV,, Nov./Dec. 2007, Dec. ] .
g oniTac. 807 Dee. 2613) (i) Procedural DMLs — This specifies, what data are needed and
What is data independency ? ~ (R.GPV,, June 2007, Dec. 2016) "™ '° 3"',:"";‘ oA ey s o SIS ol
N 1 " H . . “ 4 = y ala a
schc‘:':& Tl;lt.rllm;m dam'flifepcudcncc canbe explained easily with the three- without s:;cjcifyit:\:fxg:\:-‘tmugi those data SRS e
architecture as follows - »

Data i ; Some DML commands are Select, Insert, Update and Delete, The Select
at one chl?i?p: ::S;:S:T e dcﬁ.n o lhc. capacily to change the schema|  giaiement allows viewing of the contents of a table in a variety of ways. All or

b i ystem without having to change the schema at the only a few columns, rows or their combinations can be selected, based on the

search criteria. SELECT * gives all the rows and all the colums of a table. The
) Q.26. Write differences between the logical and physical data WHERE C!a_usc does the jo_b of rcstric!.ion. Only the rows satisfying one or
independence. (R.GRV, Dec. 2006) more conditions can be retrieved by using it. For example,
. . . ) EERESALR SEL y
. Ans. Logical data independence is the capacity to change the conceptual Fgoichiimc .
schema without having to change external schema or application programs.

In turn physical data ind 4 4 4 . WHERE Author="Miller”
R i oy independence is the capacity to change the internal The above command gives the Name and Author from the Book table of
aving to change the conceptual (or external) schemas. Author Miller.

Q.27. Write short note on data definition language (DDL). Q.29. Write short note on data control language (DCL).

(R.GPV,, June 2010) T
Ans. A database schema is specified b

: y a set of definitions e sed b Ans. We must know how to give access to and revoke accesses from
a special language called data definition | il ;

anguage (DDL). A ilation | various tables to different users. This is very important in case of a multi-user
of DDL statements, we get a set of tables thay is&s'i : sy e

-8 ored i i - called database system. This can be achieved with the use of Data Control Language
data dictionary or data directory. ORI | (DCL).
DDL allows us 10 create databases, tables and indexes. Furthermore, it Suppole theee are thp pemons: Woeking i the pacionnl department. ~

allows changes 1o these objects and also their deletion. Some DDL commands | Hari and Mohan. Only they should have access to the Employee table. We can
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secure access by using the GRANT and REV OKE statements provided by
SOL as follows. First, we remove all accesses to the table by everybody,
REVOKE ALLON Employee
FROM PUBLIC
Here. ALL means the ability to perform any DML operation such ag

N\
SELECT, INSERT, UPDATE, or DELETE. Thus, we do not allow anyone

(because we specify PUBLIC) to perform any operation on the Employee
table. In other words, PUBLIC means evervbody.
Now, we shall allow only Hari and Mohan the necessary authority 1o
access then Employee table.
GRANTALL
ON Employee
TO Hari, Mohan

This would allow Hari and Mohan to perform any DML operation on the
Emp.!oyee table. Suppose at some stage, Mohan is on leave and a third employee,
David, temporarily takes his place. We need to provide only SELECT access
to David on the Employee table. This can be done as follows —

GRANT SELECT
ON Employee
TO David
David cannot update the information

inthe Employee table in an . |
He can only see what it contains. i —

Q.30. What are DDL, DML and DCL ?
and give one command for each of these.

Ans. Refer 10 Q.27, Q.28 and Q.29,

Differentiate among the three
(R.GP.V,, Dec. 2015)

Q.31. Discuss the different bipes of user-friend|y interfaces,

Ans. User-fri i i . |
i riendly interfaces provided by a DBMS may include the |

(i) Menu-based Interfaces Jor Browsi, i
) M 'sing — T
the user with lists of options, called menus oy W ity -

" that lead th

formulation of a request. Menus eliminate the need 10 me;::iezl;.- t‘:l‘::gilc?&z
commands and syntax of a query language. Rather, the query is conI; osed
step-by-step by picking actions from a meny that is displayed by the s zwm.
Pull-down menus are used in window-based user inlc.rl'aces T}fe areyﬂﬂ"“
used in browsing interfaces, which allow a user 1o look l.hl'D;lgh u{e contents
of a database is an exploratory and unstruct

ured manner,
(ii) Forms-based Interfaces - A forms-based interface displays 2
form to each user. Users can fill out all

ACh us ' all or only centain form entries to insert
new data, in which case the DBMS will retrieve matching data for the remaining

Unit-1 19

entries. Forms are usually designed and programmed for naive users as
interfaces to canned transactions.

(iii) Graphical User Interfaces — A graphical user interf: ace displays
a schema 1o the user in diagrammatic form. The user can then specify a query
by manipulating the diagram. In several cases, GUIs utilize both menus aqd
forms. Most GUIs use a pointing device, such as a mouse, to pick certain
parts of the displayed schema diagram.

(iv) Natural Language Interfaces — These interfaces accept
requests written in English or some other language and attempt to understand
them. A natural language interface has its own schema, which is similar to
the database conceptual schema. The natural language interface refers to
the words in its schema, as well as to a set of standard words, to interpret
the request. If the interpretation is successful the interface generates a high-
level query corresponding to the natural language request and submits it to

the DBMS for processing; otherwise a dialogue is started with the user to
clarify the request.

(v) Interfaces for Parametric Users — Parametric users, such as bank
tellers, have a small set of operations that they must perform repeatedly. System
analysts and programmers design and implement a special interface for o known
class of naive users. Usually, a small set of abbreviated commands is included to
minimize the number of keystrokes required for each request. For instance,
[unction keys in a terminal can be programmed to initiate the various commands.
This allows the parametric user to proceed with a minimal number of keystrokes.

(vi) Interfaces forthe DBA—Many database systems contain privileged
commands that can be used only by the DBA’s staff, These include commands
for creating accounts, setting system parameters, granting account authorization,

changing a schema, and reorganizing the storage structures of a database.

Q.32. What is DBA ? What are the various roles of DBA ?

(R.GPV, Dec. 2016)
Or

What are the responsibilities of database administrator ? Explain them

in brief. (R.GPV., Dec. 2006, 2008)
Or
Explain the role of database administrator. (R.GPV.,, June 2007, 2008)

Or

Write short note on role of DBA. (R.GPV,, Nov./Dec. 2007)

An.f. The data administrator (DA) is a person who makes the strategic
and ?ollcy decisions regarding the data of the enterprise and the database
administrator (DBA) is the person, who provides the necessary technical
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support for implementing those decisions. Thus, DBA is responsible for 1,

§o g i B i ; , - that is
: ; horization information is kept in a special system structure .
overall control of the system at a technical IC\‘FL e :s::::::d by the database system, th;ncvcr access Lo the data is attempted in
for using DBMS is, to have central control of both the data and the programg e-w“cm
¢ person who has such central control over o el L ] )
b e o e : . (vi) Internal Marketing — 1t is the business of DBA to ensure every
system is called the database admimistrator (DBA). . b g 24
hase administrator are as follows «er, that the database contains every useful data hey want, in |

i i AN ) o rmat(conceptual schema). Effective internal marketing may reduce resistance

(i) Schema Definition — The DBA creates the original database change and data ownership problems.

schema by exccuting a set of data definition statements in DDL. (vii) Managing Data Dictionary - Data dictionary contains metadata,

(a) Defining the Conceptual Schema - It is the data at describes the data and data processing units. It is useful tool for database
administrator’s job to decide exactly what mformation is 1o be held in the Iministration and is used throughout the database system life cycle.
database. In other words. to 1denufy the entities of interest 1o the enterprise (viii) Monitoring DBMS Performance — It is DBA, who is
:.md to identify the information 1o be recorded about those entities. This process gponsible for designing DBMS in such a manner that is best for the
1s usually referred 1o as logical (sometimes conceptual daiabase design). Once ‘ganization. He/she may need to have regular maintenance activities that
the data administrator has decided the contents of the database at an abstract 1sures the appropriate performance at all the time.

level, the DBA will then create the corresponding conceptual schema, using | (ix) Selection of Hardware and Software — DBA is the only one
the conceptual DDL. The object form of that schema will be

: ‘ used by DBMS ho decides what are the hardware and software requirements of the system.
I responding 1o access requests. slection is done, keeping in mind the financial condition of the firm and thus

(b) Defining the Internal Schema — The DBA must also |the manner that ensures maximized performance with lowest cost. Selection
decide, how the data is to be represented in the stored database. This process iteria includes that, whether the selected hardware and software enables the

is usually referred 10 as physical dawbase design. Having done the physical rm to fight in the market with competitors or not.
design, the DBA must then create the comesponding storage structure definition, | (x) Data Backup and Recovery — DBA must ensure that DBMS is
using the internal DDL. "

ilitated with various backup procedures and recovery schemas. This is must
(i) Storage Structure and Access Method Definition — Th £cnsure it due to any error, database fails, the data could be easily recovered and
> —The DBA il be refe : ; ) ; = n
creates the #ppropriate storage structures and access methods et system will be reformed in consistent state, with no or minimal loss of data.
set of definitions, which is translated by the data-storage and data-definition = @-33- Briefly explain the functions of DBA.  (R.GPV., Nov. 2018)
language compiler. | Ans. Refer to Q.32.

(iii) Defining Integrity Constraints — Data values stored in the I

database, must satisfy cenain consistency constraints. For example, perhaps
the r_lumbcr of hours an employee may work in | week, may not .cxcccd a
specified limit (say, 80 hours). Such a constrainl must be spcéiﬁed explicitly g - Releothi R sl D0.
by the database administrator, . . Q.35. Define the term domain constraints.

(iv) Security—1In large organization, many users access the database. F (R.GPV,, June 2010, Dec. 2011)
But not every user of the database system should be able to access all the Ans. Domain constraints are the most elementary form of integrity
data. For example, in a banking system, payroll personnel need to see only tha! onstraint. They are tested easily by the system whenever a new data item is
part of the database that has information about various bank emplovees )"Fhe}‘ ntered into the database,
do not need access to information about customer accounts, So I‘;Bf\ pr;)\.'ides Itis possible that several attributes can have the same domain. For example,
every user a unique password for system security, e K ﬂ}l-rlhl!lcs customer-name and emplovee-name can have the same domain -

ae set of all person names. However, the domains of balance and branch-

As expl.nincd ame cerainly ought 1o be distinet, It js perhaps less clear whether customer-

! the databast ame and branch-name should have the same domain.
which pants of the database various users can access:

| Q.34. What are the responsibilities of a DBA ? Describe the three levels
{' data abstraction. (R.GPV., May 2018)

(vk  Granting of Authorization Jor Data Access —
above, granting of different types of authorization allows
administrator to regulate
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The create domain clause can be used to define new domains, Forexaq The E-R data model is based on a perception of a real world that it
the statement -

. a set of basic objects called entities, and of relationships among these
create domain Dollars numeric (12, 2)

jjects. It was developed to facilitate database design by allowing the

define the domains Dallars to be decimal numbers with a total of 12 gigcification of an enterprise schema, which represents the overall logical
two of which are placed after the decimal point. Values of one domain canyeture of a database.

cast i.c., converted to other domain. SQL also provides drop domaip .
: ol : g iti ibutes ? Discuss them.
alter domain clauses to drop or madify domains that have been created eq, Q.37. What are entities and attrib

The check clause in SQL-92 permits domains to be restricted in powy Arlts. An entity is 2 |hing‘in the rca.l worlclj with an lndenpiiztli::t ::sts.:‘er:;cr.
ways that most programming language type systems do not permiy, b €ntity may be an object with a physical 53‘15“?"':5 —apa e enﬂslcnc; i
example. a check clause can ensure that 2n hourly wage domain allows Juse, or er:?.ploycc =01, it may be an object with a concep
values greater than a specified value (such as the minimum wage), as sh/mpany. 2 job, or a university course.

below — Each entity has attributes i.c., the particular properties that describe it. For
create domain hourh-wage numeric(3, 2 wample, an employee entity may be describc_d by the cmplo}.'ee‘s name, age,
constraint wage-value-test check(value > = 4.00) ldress, sn!ary and job. Each :.mnhule pf an entity set 1:|as ul lp::!rl_lcu;ar va!ue. The

The domain has 2 constraint that ensures that the hourly-wage is gr t of possible values that a given attribute can have is called its domain.

o s
ll}an 4.00. The clause constraint wage-value-test is optional, and is use Name = John Smith o
give the name wage-value-tes: to the constraint. The

¢ name is used to indic
which constraint an update violated. '

Address = 2311 Kirby
The check clause can zlso be used 1o restrict 2 domain to not containl‘ 1 s LS “ By
null values, as shown below — | Age=55
create domain accounr-number char(10) |
constraint account-member-nuli-test check(value not l‘ll‘ Thenss Phesuie & TI3-TAR3610 i

As another example, the domain can be restricted i : iti P i
10 contal Fip. 1.7 Two Entities, an Employee e, and a Company c,, and thei
set of values by using the in clause contain only a specif £ ployee ¢, 1

Attribute Values !
i Fig. 1.7 shows two entities and the values of their attributes. The employee
tity ¢, has four atiributes — Name, Address, Age and Homephone; their
;lues are “John Smith”, “2311 Kirby, Houston, Texas 77001”, *“55", and
13-749-2630", respectively. The company entity ¢, has three attributes —

create domain account-fype char(10)
constraint account-type-test

check(value in(*Checking’, ‘Saving’))

E-R DATA MODEL — ENTITIES : ame, Headquarters, and President; their values are “Sunco Oil", “Houston”,
TYPES, DEFINING THE E-R ;;‘:GAgm“" CBUTES’ “John Smith”, respectively- LEL T
G“mm AGGREGATION AND épﬁ%ﬁ&% Q.38. How strong and weak entity sets are represented in E-R diagram ?
E:’Rﬂtﬁﬁﬂbﬂﬁm INTO THE TABLES, VARI [ain with an example.
OTHER DATA MODELS - OBIECT 4 Or
NETWORK DATA MODEL, AND REOL:HIE'O‘TED g‘:;::ggsg Make comparisen between the strong entity and weak entity.
COMPARISON B! NAL ok (R.GPV,, Nov./Dec. 2007, June 2009)
ETWEEN THE THREE TYPES OF MODELS, or
.36. Define the F- When Is the concept of weak entity used in data modelling ? Define the
f Th jé::t ‘;E; R model srms owner enlity, weak entity, identifying relationship, partial key.
ns. The Entity-Relationship (E-R) Model js a hi on! (R.GPV. Dec. 2011)
: : | representatio *
the database logic and includes a detailed descring: s B i onshi! Or
and constraints. escription of all entities, relation

What is weak entity set and strong entity set<?  (R.GPV., Dec. 2015)

Cr
=
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Ans. Sometimes an entity set may nat have sufficient attributes to )

primary key. Such an entity set 1s termed a weak entity ser. On the other h Inan E-R diagram, weak entity set is represented by tluuhlg_f outlined box and
if any entity set has sufficient atiibutes to form a pnmary key. it 1s said 0© corresponding identifying relationship by a doubly qtltlincd dlamnnld. In the fig.
strong entiy sei For cxample, conaides an entity sei payment, which has t,s, weak entity set payment is shown in double mnlm‘ctl box and link between
attnbutes pavment_number, pavmen:_date and pavment_amount. Although ;M W payment relationship sct and paynient entity “l 1.5 also doublc, Em.d fann_._
payment enuty 1 difiereny, payments from different loans may share ll‘ic ‘su'“"m' relationship set is also outlined doui{ly. Discriminator of weak cr.mty setis
payment number. So. only on the hasw of pavmen:_number, we cannot dist mtashod underlined as payment_number of entity sct payment, while the primary key

between difierent entiies. Thus, thas entity set does not have a primary So { strong entity set is underlined with a solid line as loan_mmber in loun entity set.

aweak entity set. Letus take an example of loan entity, with attributes loan s Double lines in fig. 1.8 are used to identify the total participation. The
and amoun:. Here inar_number behaves as a primary kev for lean cl:lil\- articipation of weak entity set payment in the relationship loan_ payment is
loan is a strong entity set Thas is gven in fic. 18 ’ *'tal, meaning that every payment must be related via loan_ payment to some

. ccount. Arrow from relationship set (foan_ payment) to strong entity set

loan) indicates that, cach payment is for a single loan.

@ —— 0.39. What do you mean by weak entity set ?  (R.GRV,, June 2016)
- Ans. Refer to Q.38.

0.40. What do you mean by entity fypes and entity sets ?

Ans. An entity type defines 2 collection (or set) of entities that have the
, ame attributes. Each entity type in the database is described by its name and
| ttributes. Fig. 1.9 shows two entity types, named EM PLOYEE and
| JOMPANY, and a list of attributes for each. The collection of all entities of a
Fig. 1.8 E-R Diagram with a Weak Entity Set _}‘;ﬂl‘licula.r cnliry'type in the dalab:lase al any point in time is called‘an entity set.
Whe cancept of weak ead . { The entity set is referred to using the same name as the entity type. For
K strong entity scts are very closely related wpmple. EMI’LOYI:ZF. tcfcrs to both a type of entity as well as the current set
antity. wh pendencics. A member OTMM setis considered as dominth 21 employec entities in the database.
¥, whereas & member of weak entity set is considered as subordinate ent! COMPANY

The pnmary key of a weak 1y i ¢ IVPE ' . s
strong entity set_ on which th LY fr.v_rmed by the primary key of fxamE : B AR “!;'df:;;:"'
weak entity set discri ich the weak entity set is existence dependent, plus - S i
attributes that allow $ﬂn§§ dl-“c"::l-l-ﬂmor of a weak entity set is a sel el o
entity set that depends on on i ?‘“‘"” among all those entities in (John Smith, 55, 8UK) SRR OV JORIE OR ER)
S niuxt“' < paticular entity set. For example, the discrimin i do X
pavment "un:b r-‘ set Pr)‘a;em is the auribute payment number. Sin i L] b
i i er uniquely identifies one singl 1 ’ ’ -
g gbasds gle payment fi
discriminator of 2 weak enuty set s also called the pay:}a! kc;r()f‘l!al'c lcor:ri'l:y e RS e
. . " : Bob Kin
Pm'msem “:n:::cf: :;“ \t(;: ‘“:_“.‘- fﬂ payment. \ts primary key is (loan_num e ’
I ki ). where the loan_number identifies th PRI
payment ﬂf_‘d f’m""""”_”“"{""" disunguishes payment L:[i::_’:t‘;:‘;; llll:':):' | :
Ionm._ Th:_ identifying dominant entity set 15 said 1o own the weak entity { .
that ld&_:nuﬁcs. Thg ln.-lallunshlp that associates the weak entity set with { :
owner is the idenufying relauonship. In our example, fig. 1.8, / it L :
is the identifving relationship for pay PR SN Pe Y ) ’
ving nship Inrpa)mﬂ"‘ F"g 1.9
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Q.41. What is entity and attribute ? Explain the entity types,

(RGPY, June Cemstomer-streely

o 2 Cstomer-name
Define entity and entity set, (R.GRV,, Dec. »
Ans. Refer 10 Q37 and Q.40.

customer

(.42, Explain entity subtypes and supertypes. |
o Fig. 1.10 Total Participation of an Entity Set in a Relationship Set

Whatis subclass 7 When is subclass needed in data modelling ? Exp

is-a relationship. (R.GPV,, Nov./Dec. 2

' fruim_m mm?““ S—— _I,' . both a pe of entity, and the o Ans. The overall logical structure of a database can be expressed

::anPSQ::L(I::nr(; ?”“?b:f ﬁm . ‘? lhchdaub?sc. Fotexaiple, the “raphically by an E-R diagram. Because of its pictorial representation, it is

< T L e e e i i f following main components —
10 the curren:sst of EMPLOYEE enttesin the COMPANY database. I o) ‘0 V0erstand: Such a diagram consist of following P

Q.44. Explain the representation of E-R diagram using a suitable
ample.

Cases an entny 1vpe has numerous subgroupings of its entities that| (i) Rectangles represent entity sets.
meaningtul and need to be represented explicitly because of their signil‘n:al
to the database applicauon. For exzmple. the entities that are members of
EMPLOYEE enty type may be grouped further into SECRETARY, ENGINE

MA‘.\'AGE’._TECH\'iCl&N.SAL%RIED_EMPLDYEEHOURLY EMPLOY,,. -
and so on. The H £

(i) Ellipses represent attributes.
(iii) Diamonds represent relationship sets.
(iv) Lines link attributes to entity sets and entity sets to relationship

set of entities in each of the latter groupings is b i i i
e e sy Eian::ngg;] alt :v ::y seﬁ (v) Double ellipses represent mullwalu.cd attributes.
that is "'bnf,-‘:n ber of one of these subgroupings is also an employee. Eact (), Jpied llighet et it AMKaTe.
these subgroupings is called a subclass of the EMPLOYE i ii le li indicate total participation of an entity in the
EMPLOYEE entny type is called the sup, g mids e iow | . P

erclass for each of these subclaselationship set.
perclass and any one of its subclass

or class/subclass relationship. F :
EMPLOYEE/SECRETARY and EMPLOY Ip. For examg (ix) Double rectangles represent weak entity sets.
YE| ! /
el E/TECHNICIAN are two ¢©

: _ ass/subclass relationship j Fig. 1.11 shows the entity-relationship (E-R) diagram cpnsisls of two
(o1 IS-AN) relationship. We say “a SECRET, ARYI}I,SI-;;JREHM?:‘](C)dY%nE:' tity sets, customer and loan, related through a binary relationship set borrower.
TECHNICIAN IS-AN EMPLOYEE" and so forth. A member entit o;’ e attributes associated with customer are customer_id, customer-name,
subclass represents the same real-world entity as some memnb:::)" g Loesss ot il B T B o e
::l;r:l:.ffg;sml:'orj example, a SECRETARY entity *Joan Logano’ is also Pan_number and amount. In B e e et
: -& "Joan Logano’. Hence, the subcla : embers of the pri k underlined.
sl i ' primary key are
entity in the superclass, but in a distinct specific rol:mbﬂr abs >
‘0.43.

Explain the term Jull participation with example,

, RGPV, Dec. 20 suomerid > Crustomer-city>

Ans. Do z ( *

B it :t!)r:: :lnnl_:s‘ are used in an E-R diagram 1o indicate that

e colity act oveans i::)a?cll In a relationship set js total; that is each cnlilY}:
casl one relationship j : :

: i 7 ; P in that relationship set.

nstance, consider the relationship borrower between custome (li, Ioanﬁj

double line from loarn 10 borrower, 35 mers an

have at least one associated cuslomcri.n fig. 1.10 indicates that each loan m'l Fig. 1.11 E-R Diagram Corresponding to Customer and Loan

The relauonship between a sy

called a superclass/subclass (viii) Underlines denote the primary key attribute in an entity set.
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The relationship <ot harrower may be many-1o-many, Onc-to-many, ,
to-one and one-to-one. To distinguish between these types, either a diregy
{-») or an undirectad line () is drawn hetween the relationship set and the,
set. Specificanon ahout directed and undirected Tines are as follows -

(1) A directed line from relationship set borrower to the engg
loan specifies that barrower is cither one-to-one Or many-lo-one relatio
set, from castomer 10 loan; borrower cannot be many-to-many or o
many relahonship set from customer to loan.

(c) One-to-one Relationship
( lii\ Similarly, an Emdirt-cted line from Qxc l_'elationship set bom, Fig. 1.12 Relationships
. enm_\l = h.'" gwclﬁez,.othal SORYIE 1 ORNGT: B 0TIty If a relationship set has also some attributes associated with it, then we link
ST VIO T X0 S these attributes to that relationship set. For example, in fig. 1.13, the descriptive
In fig. 1.11, barrower relationship set is many-to-many relationshi  attribute access-dare has been attached to the relationship set depositor to specify
the relatonship set borrewer were one-to-many from customer to loan,| the most recent data on which a customer accessed that account.
the kine from borrower to customer would be directed, with an arrow poiy

o castomer cnuty set as shown in fig. 1.12 (a). Similarly, if the borrn @

relationship set were many-to-one from customer to loan, then line { mﬂntnm
- 3 2 r -

borrower to loan would be directed 1.c., arrow pointing to foan entity s¢

shown m fig. 112 (b). Fmally, if the borrower relationshi
+2 p set were to on: %
o=z, then both lines from borrower 10 customer and from borrower to |

would be directed Le., arrow pointing to customer and loan entity sets
shown m fig. 1.12 (c).

Fig. 1.13 E-R Diagram with an Attribute attached to a Relationship Set
Fig. 1.14 shows how composite altributes are represented in the E-R
notation. Here, composite attribute name, with component attributes first-
name, middle-name and last-name replaces the attribute customer-name of

S W - —

streel-name

(b) Many-to-one Relationship

Fig. 114 E-R Diagram with Composite, Multivalued and Derived Attributes
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customer. Also, a compasite attribute address, whose component altribygg,
are street, city, state and zip<ode replaces the attributes customer-streey an,
cusmmcr-cit_\- of customer. The attnbute street is itsell a composite altriby,
whose component attnibutes are street-number, street-name and apartmen,
number. Fig. 1.14 also shows a multivalued attribute phone-number, depicte ’
by double cllipses and desired attribute age, depicted by a dashed ellipse,

Roles of an E-R diagram can
also be indicated by lines that
connect diamonds to rectangles.
Fig. 1.15 shows the role indicators,
manager and worker, between the
employee entity set and works-for
relationship set.

Fig. 1.15 E-R Diagram with Role Indicators |

Normally, we have binary relationship between entity sets, but we also
have examples in which three entities customer, loan and branch, related through
the relationship CLB i.c., a temary relationship set (see fig. 1.16). This diagram|
indicates that customer may have several Joans and that loan may belong tol.
several different customers. The arrow pointing to branch indicates that, each|
customer-loan pair is associated with a specific branch of bank.

Fig. 1.16 E-R Diagram with Ternary Relationship

Q.45. Explain E-R model in detail with suitable example.-—

-

(R.GP.V,, Dec. 2017
Ans. Refer to Q.36 and Q. 44,

\

Unit-1 31

Q.46. A database is to be constructed fo keep track of the teams and
games of a sport league. A team has a number of players, not all af wlu—mr
participate in each game. Itis desired to keep track of the players participating
in each game of each team and the result of the game.

Create an E-R diagram, completely with attributes, keys and constraints,
for the above description. State any assumptions that you make.

(R.GPV,, June 2009, Dec. 2010)

Ans. The E-R diagram for the universal hockey league (UHL) is given in

fig. 1.17.
| birth_place I m
PLAYER

( goals_against_avg. ’

‘ division Hdl\rillon_-mmel

Fig. 1.17 E-R Diagram for the UHL Database

Q.47. Construct an E-R diagram for a hospital with a set of patients
and a set of doctors. Assaciate with each patient a log of the various tests
and examination conducted. Also show the tables for various entities with
attributes. (R.GPV., June 2011)

Or

Draw an E-R diagram for a hospital with a set of patients and a set of
medical doctors. With each patient a log of the various conducted fests is

also associated. (R.GPRYV. Dec. 2011)
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Q.48.-Draw an E-R diagram for a small marketing company database.

Construct an E-R diagram for a hospital with a set of patients and a s, 4ccume suitable data.
of medical doctors. Associafe with each patient a log of thewvarious tests qn,

examinations conducted. 0 (R.GRV, Dec. 2015
r

Draw E-R diagram for hospital management system-and convert iny,

set of table schema. (R.GEYV, Dec. 201

Ans, Fig. 1.18 shows an E-R diagram for the given problem. In the fig. | 81
there are three entities paticnt, doctor, and test-examination. The entity patieg
has attributes p_id, p_name, age, weight, gender, address, illness. The entity
doctor has attributes d_id, d_name, specialization, phone, address, The entity

test_examination has attribute t_no,1_name, date, recommended_by, lab_nam,
result.

The tables for this diagram can be written as relation as follows —
Doctor (d_Id, d_name, specialization, phone, address)

Patient (p_id, p_name, age, weight, gender, illness, address)

(R.GPV,, June 2016)

Fig. 1.19

Q.49. Comtruct an ER diagram of customer account relationship.
Test_cxamination (t_no, t_name, date, reccommended _by,

Treats (d_id, p_id)

lab_name, resull) Customer entiry with attributes SS8, customer name, street, customer city

and account entity with anributes account no. and balance. The customer
account relationship with date attributes.
Observes (d_id, 1_no)

(R.GPV,, Dec. 2012)

_ Ans. The ER diagram of customer account relationship is shown in fig. 1.20,
Carried_on (t_no, p_id) ‘

'.
|
l
i
\
|

Fig. 1.20 An ER Diagram of Customer Account Relationship

Q.50. Differentiate between user
specialization.

defined and attribute defined
(R.GPV.,, Nov./Dec. 2007)

s condition for determining membership
In a class, the subclass is called user-defined.

' Q.51. Define the concept of aggregation. Give several examples of where
this concept is useful.

(R.GPV,, Dec. 2014)
Ans. One limitation of E-R model is that it cannot express relatio

ng relationships. F . nships
2 1ps. For example, consider the terary relatio aship works-op

amo
Fig. 1.18
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- job. Now 0se we want to re
= mplovee, branch and job. Now, supp . co . N S ‘
‘:n'::::;:r; u‘:sks performed by an employee at a branch. That is, we w; entity type based on different distinguishing characteristics. For example,

‘ j mbinations. Let u another specialization of the cmployee entity type may be the set of subclasses
ﬁar:‘.-cﬁt:rd mmg:;:‘:g:z:‘?::r R . {S:]hrir:dp employee, Hourly c:1plo}'cc1, This specialization distinguishes
ere is an entity s ger. = ] S
One approach for representing this relationship is 1o create a quartern, amun:_{ cmplu}cus based on the method of pa}_‘ e ol I
relationship manages between employee, branch, job and manager. Th .Flg. 1."'3 shows how we represent a spccultza‘lu?n ‘mgran.lm:l u: i, :
the resulting E-R diagram will be as shown in fig. 1.21. However, there 30 EER dl:a]_:r:lm. The subclasses that define a specialization are attached by
redundant information in fig. 1.21, since every employee, branch, i line loa circle, which is connected 1o the 5upgrc|;ss. The sublser sl_rmbo‘! on
combination in manages is also in works_on, cach line connecting a subclass to the circle indicates the dxrccnl’u? ol the
The best way 1o model such a situation is aggregation. Aggregalion s, supgrclassfsubclass rcla!mnshm.l;\tlnbulus ‘.hal apply only to entities of a
abstraction lhmu:ghwhich relationships are treated as high-level entities. Th, particular subclass - such as typing speed of secretary - are attached 1o the
we regard the relationship set works_on as a higher-level entity set call
works_on. Such an entity set is treated in the same manner as is any oth
enlity scl. Thus, a binary relationship manages is created between works ¢

and manager 10 represent who manages what tasks as shown in fig. 1.22,

rectangle representing that subclass. These are called specific or local attributes
of the subclass. Similarly, a subclass can participate in specific relationship

types, such as the Hourly_employee class participating in the Belofigs_to
relationship in fig. 1.23.

Fig. 1.21 E-R Diagram with
Redundant Relationships

Fig. 1.22 E-R Diagram with

Aggregation M M ls""”"'—"""""] [ Hourly_employee ]
Q.52. Discuss the concept of specialization and generalization

Mansger
enhanced entity-relationship model using an example.
Or
Differentiate between specialization and generalization. @
(R.GPY, Dec. 2003, June 2005, Nov./Dec. 200
Ans. Specialization is the process of defining a sct of subclasses of* |_Project |

7 5 5 : Trad

entity type. This entity type is called the superclass of the spccializntion.'n g
set of subclasses that form a specialization is defined on the basis of s0%" 8- 1-23 EER Diagram Notation for Representing Specialization and Subclasses
dl!i“ﬂgfllshlﬂg _leﬁrifflc"SllC Dflhf: entities in }hf: superclass. For ex:.lmpici'_ b, fmtmlmﬁun isthe reverse process of specialization in which we suppress
set of subclasses {secretary, engineer, technician) is a specialization © d ¢ differences among several entity types, identify
superclass employee that distinguishes among employee entities based o and generalize them int

s ’ - their common features,
. : 0 a single superclass of which the original entity type
Job type of each entity. There may have several specializations of the 5”,‘"‘ special subclasses. For example, consider the d ruck

entity types car and truck
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ghown in fig 1.24 (a). They can be generalized into the entity type vehicle

hownin fip 1.24 (b). Now, both car and truck are subclasses of the genenl;, .56. Design a generalization-specialization hierarchy for a motor-vehicle
showninhg 128 WOW, » h

= sales company. The company sells
o motorcycles which have an engine
number and cost; cars which have
a chassis number, and engine
number, seating capacity and cost;
trucks which have chassis number,
an engine number and cost.
(R.GPV, Dec. 2010) |[Motorcycles|

l Cars I Trucks
{a) Two Entity Types Car and Truck Ans. A generalization-speciali- T T -~
zation hierarchy for the given Number J\ Capac Number
Vehlcteld C"’P ’ motor-vehicle sales company is ,
shown in fig. 1.25. Fig. 1.25
Vehicle

Q.57. Explain the followings —

(i) Mapping cardinalities (i) Participation constraints
() (iii) Anribute inheritance.

@ (R.GPYV., Dec. 2013)

@ ‘ Ans. (i) Mapping Cardinalities — Mapping cardinalities can be defined

as the number of entities to which another entity is associated via a relationshi
@ m @ | set. Binary relationship sets are described easily by using mapping cardinalitiez
(b) Generalizing Car and Truck into Vehicle | For a binary relationship set R between entity sets 1 and 2, the mapping
Fig. 1.24 Examples of Generalization ! cardinality can be onc of the following —

In fig. 124, we can view {car, truck) as specialization of vehicle, rath (a) One to One - This is expressed as an association between an
than viewing vehicle as & generalization of car and truck. Similarly, in fig. 12 entiy in set 1 to at mosl one entity in set 2, and an entity in set 2 to at most one
WE Can view employeeasa generalization ufsccm. technician and enginﬂ entity in set 1.

2 : . | One to Many — This is expressed as an association betw:
Q.53. Briefly explain th i . i . M p iation between
Sy expi ¢ gencralization, aggregation and SPE‘-""’"-‘:; an enlity in set 1 10 any number (zero or more) of entities in set 2. However, an
P (R.GPV, Nov. 201 eniity in se1 2 can be associated with at most one entity in set 1,

S6 What'h . i - — (¢) Many to One — This is expressed as an association between
Q.54. What is aggregation and specialization ? (R.GPY, June 2016 an entity In set 1 to at most one entity in set 2. However, an entity in set 2 can
Ans. Refer to Q.5 and 0.52. : be associated with any number (zero or more) of entities in set |.

T . d) Many to Many — This is expressed as ssociati
.55, Explain the following terms - (- ; R Y CLEISASCe 82 A auavistion
U Gt 8 o ";‘ r::fﬁ fx;mpkk bctWegn anenlily in set 1 to any number (zero or more) of entities in set 2, and
(G5 Rele bnilicqtors 5 and weak entity an enlity in set 2 to any number (zero or more) of entities in set 1,
0 _ (”.) Participation Constraints — The participation of an entity set in
s 0, et Wt o (R.GPV, Dec. 200 4 relationship set is expressed as a total partic -
N. Lation - Refer Ry 4

§ pation il ach entity in entity set
pinrelationship set. 1 only some entities
ip in relationship set, the participation of
ssed as a partial participation,

Participates in ot least one relationshi
(ii) Strong and Weak Entity - Refer 10 .38,

in entity set participate in relationsh
(iii) Role Indicators - Refer 1o Q 44, entily set in relationship sct is expre
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Datahase Manapemen! Syelem (01
Dat

\rribute Inheritance Attribute Mheniance 18 an excellgy,
wrand higher-level entines created by specialization any

the lowerdevel entity sets imhent the attnibuiey o

i
rraner of thi fow
In this onsg .
e wets A lower-level entity setalso mhents participation :
C q ( \
level entiy pariicipates.

pencmlizabior
the hapher-lese
the relabyonshin sets 1n wiich higher :
The resuli 1 weually the same whether a pn-\'h:lcm\uwd portion of an E4q

made! win found ot by xpecialization or generalization —

(o) Ahigher-level entity sct with relationships and attributes thy
apply to all of i lower-level ontity sets.

() Lower-level entity sets with different-2 chamcleristics thy
apply an the scapc of a speafic lower-level entity set.

(.58 Whar do vou mean by mapping cardinalities ? Explain varion
nype of cardinalities (R.GPY,, Dec. 201j
Am. Refer 10 Q57 (i)

(.59, Explain how an ER-schema is transformed to tables.
Or

(R.GP.V.,, June 2008, Dec. 2010
Or

Esxplain the tabular representation of the following —
(i) Srrong emtity set (i) Weak entity set
(iii) Relationship sets (iv) Generalization.
(R.GP.V,, Dec. 20
Ans. An ER-schema can be represented by tables as follows —

(i) Tabular Representation of Strong Entity Sets — et E be a stronf

cntity sct with descriptive atributes a,, a,, - -

-, 2. This entity can be represented
by & table called E with n distinct column, each of which corresponds to on

1 o
of the atiributes of E. For instance, the entity set of loan having two attribllf: ool a shown & ig: 1.28.
loan_number and amount (see fig. 1.11) is represented by a table called /oa®,

with two columns, as in fig. 1.26,

(éi) Tabular Representation of Weak

Entity Sets — Let A be ¢ weak entity set with 2] B
auributes a,, 8, ..., &, Let B be the strong entity 115 1500
set on which A depends. Let the primary key of B 1-16 1300

is i . . : 1-17 1000
consist of attributes'by, by, ., b, The entity set et 2000
A is represented by a table called A with one 1.-93 500

column for each attribute of the set - {a,,

Ry
8,) U (b, by, ... by).

of the loan entity set, on which payment depends, is loan_number. Th

019-28-3746 L-11
) (b) lean, with the primary :”—18-37“ t::
* key loan_number. 3 zmul-u.sln 1
Since the relationship set has no | FE3i7et e

. altributes, the horrower table has two 677-89-9011 15

. columns, labeled customer_id and |__963-96-3963 L-17

Fig. 1.26 The Loan Tabl

For instance, the entily sct payment (in fig. 1.8) has three anrib!;::: "““'?’ setemployee,
paymrm_numbrr, payment_date, and paymeni(_amount. The primary . Tow in the (able,

Unit-1 39

payment is represented by o table with four columns having the same name as
attributes, as in g, 1.27.

(e oo [Py et Number [ ayomest Dave[Fayment Ao ]

-1 s3 T June 2001 125
L-14 69 28 May 2001 %00
L-18 1 13 May 2001 100
1-16 58 18 June 2001 135
L-17 s 10 May 2001 50
L-17 6 7 June 2001 50
1-17 7 17 June 2001 100
1-23 1 17 May 2001 75
1-93 103 3 June 2001 900
1-93 104 13 June 2001 200

Fig. 1.27 The Payment Table

(iii) Tabular Representation of Relationship Sets — Let R be 2
relationship set, let a;, a,,..., a, be the set of attributes formed by the union of
the primary keys of each of the entity sets participating in R. and let the

| descriptive attributes (if any) of R be by, b,,...., b,. This relationship set is
|
Explain the steps for reduction of E-R model into relational model. |

represented by a table called R with one column for each anribute of the set —

Far example, consider the relationship set borrewer in the E-R diagram of
fig. 1.11. This relationship set involves the following two entity sets —

(a) customer, with the | customer_ia |

loan_number I
primary key customer_id.

Fig. 1.28 The borrower Table
(iv) Tabular Representation of Multivalued Attributes — Generally,
attributes in an E-R dingram map directly into columns for the appropriate
tables. However, multivalued attributes are an exception; new tables are created
l for these attributes. For a multivalued attribute M, we create a table T with a
| column C that corresponds to M and columns corresponding to the primary
' key of the entity set or relationship set of which M is an attribute. For example,
consider the E-R diagram in fig. 1.29. The diagram includes the multivalued
attribute dependent_name. For this multivalued attribute, we create a table
dependent_name, with columns dname, referting to the dependent-name
altribute of employee and emplayee_id, representing the primary key of the
Each dependent of an employee is represented as a unique
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Ciranch )
G o | T Anen D

[ Branch |

Clustomer_namp
iy
' L nstomer_city CAmouni>

Csees_daid> |
@ D CoontnbD s> |
Mansger

Worker

[Saving_account] [Checking account] |
¢~ Emplosment:

Fig. 1.29 E-R Diagram for a Banking Enterprise
) (v) There are two ways for transforming to a tabular form an E|
diagram that includes peneralization. Fig. 1.30 shows the generalization. W

have chosen to simplify only the first tier of lower-level entity sets, i.c., savings.
account and checking_account,

(a) Create a table for the higher-level entity set. For each low®!
level entity set, create a table that includes a column for each of the attribut®
of that entity set plus a column for each attribute of the primary key of
higher-level entity set. Thus, there are three tables for fig. 1.30.

1. account, with auributes account_number and balance- |
2. savings_account, with atiributes account_number 8%
interest_rate.

- 3. checking _account, with attributes acecount_number an'
overdrafl_amount.

Unit-1 41

C Balance D

[ Srving_armil [(' hnking_nmﬂl

Standard

Fig. 1.30 Specialization and Generalization

(b) If the generalization is disjoint and complete, i.c., if no entity
is a member of two lower-level entity sets directly below a higher-level entity
set, and if every entity in the higher-level entity set is also a member of one of
the lower-level entity sets. Then, an altemative representation is possible. Here,
no table is created for the higher-level enltity set. Instead, for cach lower-level
enlity set, a table is created that includes a column for each of the attributes of
that entity set plus a column for each attribute of the higher-level entity set.,
Then, there are two tables for the fig. 1.30 —

1. savings_account, withattributes account_number. balance,
and interest_rate.

2. checking_account, with attributes account_number,
balance, and overdraft_amount.

The savings_account and checking_account relations corresponding 1o
these tables both have balance as the primary key.

If the second method were used for an overlapping generalization, some values
like balance would be stored twice unnecessarily. Similarly, if the generalization
were not complete, i.e., if some accounts were neither savings nor checking accounts,
then such accounts could not be represented with the second method.

(vi) Tabular Representation of Aggregation — Transforming an E-
R diagram containing aggregation to a 1abular form is straightforward. Consider
the diagram of fig. 1.22. The table for the relationship set manages between
the aggregation of works_on and the entity sel manager includes a column for
cach attribute in the primary keys of the entity set manager and the relationship

Scanned with CamScanner



42 Database Management System (BE. V.Sem)

set works_on. 1t would also include a column for any descriptive attributes
they exist. of the relationship set manages. We then transform the l‘ClaliOnshil
sets and entity sets within the aggregated entity.

Q.60. Draw an E-R diagram for a banking enterprise with almos; al
components and explain. (R.GPYV., May 20; !
Ans. Refer 1o Q39.

Q.61. Explain the nenwork database model with an example,
(R.GPV, Dec. 200

Or
Describe records and sets in network model. How can one-to-many
relationships be represented in this model ? (R.GPRYV., Dec. 2002

Ars. The network data model represents data for an entity set by a logical
record type. A network database consists of a collection of records connected
to one another through links. In many respects, a record is similar 10 an E-R
model. Each record is 2 collection of fields (attnbutes), each of which has
only onc data value. A link is an association between two records,

~ Le us consider a database that represents a customer-account relationship
in 3 banking system Two record types, customer and account are here. We
can define record type customer as follows —
Type customer = record
customer-name : string;
customer-street : string;
customer-city : string;
end
The record type account can be defined as follows —
type account = record
account-number : string;
balance : integer;
end

Fig. 1.31 shows a database
sample, in which Hayes has |MHs Mala |I1n z
account A-102, Johnson has [ ] e I arrison |——{ s 102 | 400 |
EmEd

accounts A-101 and A-20],

Turner has account A-305. =
900

To represent the design of a |

network database, a data. b"‘" II'-"-HS"-'-_«;]—I A-0s | 350 ||

structure diagram is a schema,
Such a diagram involves two

["lmn" Alma [[Palo Alto

A-201

Fig. 1.31 Database Sample
components i.e., boxes correspond 1o record types

: g = and lines correspond 10
links. This diagram serves the same purpose as [- L 0

R diagram i.e., specifies
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customer

Fig. 1.32 E-R Diagram
Here, E-R diagram consists of two entity sets i.e., customer and account,

related through many-to-many relationship depasitor with no descriptive
attributes. Diagram specifies, a customer can have several accounts but an
account belongs only one customer. Its corresponding data-structure diagram
is shown in fig. 1.33.

l cusfomer_name I

nnumu_nln-:l' custamer_city hm-l lctunl_nlmherl balance |

overall logical structure of the database. Let us consider on fig. 1.32,

custamer accoun!
Fig. 1.33 Data-structure Diagram

Here, record type customer corresponds to entity sel customer and it has three

fields i.e., customer_name, customer_street and customer_city. The record type
account corresponds 10 entity set account and it has two ficlds, account_number
and balance. The relationship depeositor is replaced with link depositor.

If relationship depaositor were one-to-many {rom customer 1o account, then
link depositor would have an arrow pointing to record type customer. Similarly, if

~ relationship depositor were one-to-one, then link depositor would have two arrows,
- one pointing lo recored type account and other one pointing to record type customer.

Q.62. Explain the concept of relational data model in brief.

Ans. Relational data model is based on the collection of tables. The user
of the database system may query these tables, insert new tuples, delete tuples
and update tuples. To express these operations, there are several languages.

The relational data model, like all data modecls, consists of three basic
components —

(1) A sel of domains and a set of relations
(i1) Operations on relations
(1) Integrity rules.

In relational database systems, attributes correspond to fields. For given
application an attribute may only be allowed 10 take a value from a set of
permissible values. This set of allowable values for the attribute is the domain
‘of the attribute. A domain may be structured or unstructured.

_ The unstructured (atomic) domains are general sets, such as sets of
integers, real numbers, character strings and so on. These are sometimes
referred 1o as application-independent domains. Structured (composite) domains
can be specified as consisting of nonatomic values. The domain for attribut;:

Scanned with CamScanner



! 44 Datadase Management System (B.E.. V-Sem)

address. for nstance, that specifies street number, street name, city, state an}
zip or postal cade ¢ considered as composite domain,

An entity type having  atmibutes can be represented by an ordered sey o
these attributes called an n-tuple. 1f these n attributes take values from domaip
D,.D.. .. D,. The representation of entity must thcn be 2 member of the g
D> Dox . » D, as resulting set of this cantesian product has all possib),
ordered n-unles. Conceptually, a relation is represented as a table. Each colum : .
of table represents an attribute and each row represents atuple of the relation, |y i . . T
relational model. we represent the entity by a relation and use a tuple Lo represeq (] PREER= P . e

an instance of the entity. Different instances of an entity type are distinguishable
Codd defined 2 “relationally complete™ set of operations and the collectioy RELATIONAL DATA MODELS — DOMAINS, TUPLES,
of these, that take one or more relations as their operand(s), forms the basisof | ATTRIBUTES, RELATIONS, CHARACTERISTICS OF
relational algebra. To manipulate relations, there are number of operations RELATIONS, KEYS, KEY ATTRIBUTES OF RELATION,
Relations can be derived from other relations or a number of relations can be RELATIONAL DATABASE, SCHEMAS, INTEGRITY
combmed to define a new relation. The transformation of relations is useful iy CONSTRAINTS, REFERENTIAL INTEGRITY, 4
geting resubts from database. INTENSION AND EXTENSION : |
Relational mode! involves two integrity rules. These implicitly or explicilly * s ———————— e ———

g::‘:nc_th: set of consistent database states, or changes of sates or bo'lh. @ Discuss the terms attribute and domain in rflnfi'rmm' mfdel.

Gushas desgn s gyl consemad wih Py ey saloun A An obiect o iy s chaacterized by i e
any atribute of a primary k;)- were permitted 1o have null values then attributes conventional file systems the tFrm i :i['crs : |u:csqn:::m-‘ specific property of
i key must be nonredundant, the key cannot be used for unique identification SAME practical meaning i.c., a o l°l$§u|ﬁ .mmspond to fields. For
of tples. This rule is also referred 10 as entity rule. Second Integrity rule 1§ 1% object. In relational datahasc systenm, »

concemed with foreign keys i.e., with attributes of a relation having domains each attribute }hcn: .is nsetofpermitlf:d values, called the d‘;n'::m; :Ii' ll::: :;tr::l.::lcc

that are those of the primary key of another relation. This rule is also referred A domain D is a set of atomic values. It means that each v -

as referential integrity rule. domain is indivisible. A common method of specifying a dt{m:un is to specify
Fig 134 shows'rcpr:scnlation of a relation as a table a data type from which the data values forming the domain are drawn. It is

) X X also useful to specify a name for the domain to help in interpreting its values.
0.63. Why is the hierarchical data model considered inflexible ? Some examples of domains are as follows —

(R.GPY, Dec. 2015) (i) USA_phone_numbers — The set of 10-digit phonc numbers valid
Ans. The hierarchical model provides a straightforward and natural method -

. : in the united states.
of implementing a one-l10-many

: o APPLICANT - (i) Local_phone_numbers— The set of 7-digit phone numbers valid
:k:rl::mllj:i{.‘n?h.;: ds::rfrfnljgiT?uu Name Age Profession ] within a particular area code in the Unitc'd‘ Stales. )

i :[‘HP]IC.EI.II(!D i u-:;uir:d 1 Inlt:l: John Doe s Analyst The prc.c_cthng are called ]o;ucal dcﬁmuonsol'dnmmmf\d:tl:; typf c.)rdl'nr:?:.u
hierarchical model, the links are hard | Mirias Taylor ) Programmer | i also specificd for each domain. For example, the dat:! “TKF :}:f lr“' Or:;{';:;;
coded 1nto the datz structure, thay | Abe Makolm 28 Receptionist | USA_phone_numbers . be dcc'?rﬂl- = Clh ::nct!cr SL;HI:IE 3' -'lscf m:\“ (\.- lid
15, the hnk s permanently established | Adrian Cook n Programmer ddd-dddd, where each d is a numerie digit and the first ree gt 0:‘1 a ub‘l:

and cannot be modified. The hard | Lis Smith 12 Mansger telephone area code. The data type for employee_ages is an integer number
coding makes the hierarchical model

between 15 and 80. Thus, a domain is given a name, data type, and format,
very inflexible. Fig. 1.34 Example Representation of 8

A relation schema R, denoted by R (A, A,, ..., AL, is made up of a
Relation as a Table relation name R and a listof auributes Ay, Ay, ......, A,,. Each altribute A, is the

® @ name of a role played by some domain D in the relation schema R. D is called
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Unit- 1l 47
the domain of A, and is denoted by dom (A)). A relation schema s ygq,

! : ) : . ot
describe a relation. R is called the name of this relation. The degree 4 Step 111 - Include appropriate operations for each class. 'Ihcs: are nb
relation 1s the number of attnbutes n of 1s relation schema. available from the EER schema and must be added to the database design by

.2, What do you mean by attributes ? (R.GRY,, Dec. referring to the original requirements. _
%m. Refer 0 Q1. 2 Step IV — An ODL class that corresponds 1o 2 subelass in the EER schema

inherits (via EX” i 1 ODL schema.
3. Di : inherits (via EXTENDS) the type and methods of its superclass in the s
Q.3. Discuss the correspondence between ER model constructs and relatioy Step V — Weak entit can be mapped in the same way as regular
maodel consiructs. Show how each ER model construct can be mappeqy oV il Hpstom : i i s that do
i i i PPed, iy types. An alternative mapping 18 possible for weak entity types
relational model and also discuss alternative mappings. (R.GEV,, Noy. 2g) <" ™Y ¥P2> 0 jonshi t their identifying relationship.
Ans. The correspondence between ER model constructs and relatiq ROTGRILIpAG W e re.lan‘nns PSSR TN A ODL. Itis
model constructs - Step VI - Categories in an EER schema are d|ﬂ"|c1|l|l to map 'lt.)’ , |. e
1 : —_ possible to create a mapping similar to the EER-to-relationa | mapping y declarin
SJT - = S ke Relational Mode! a class to represent the category and defining 121 relationships between the
(i) | Entity type . “Entity” relation. category and each of its superclasses.
4 11 :_l or 1 - N relationship type | Forcign key. Step V11 — An n-ary relationship with degree n > 2 can be mapped into a
(iii) | M:N relationship type “Rcl_atmnshup" relation and 1w separate class, with appropriate references to each participating class. These
!:orengu ; kcys._ “ : references are based on mappinga 1 : N relationship from each class that represents
f:;:ilahzn ship” relation and 14 participating entity type to the class that represents the n-ary relationship.
eys. i i
(v) | Simple attributes .—\tu-ig:les 7 e 5 R Q.4. What do you mean by the term tuple ? Explain briefly.

{"_i_} Compositc atmbutes Setof simple component um-ibml Ans. In relational model terminology, a row in a table, is known as a
(vil) | Multivalued atributes

(viii) | Value set Rel:nifm and foreign key tuple. An entity type having n attributes can be represented by an ordered set
(ix) | Key auribute Domain of these attributes called an n-tuple. If these n attributes take values from the

Primary key or secondary key. ' domains Dy, Dy, .. , Dy The representation of the entity must then be a
_ ER model construct can be mapped 1o relational model by combining member of the set Dy x D, x .....x Dy, as the resulting set of this cantesian
primary keys of the entities involved in a relation and it's altnibutes, if any. | product contains all the possible ordered n-tuples.

Mapping an EER Schema to an ODB Schema — To tesi £ the t“‘ A tuple is just like a record in conventional file systems and is used for handling
declarations of object classes foran ODBMS from an EER schema mg:t contaié Entitiesand relationships between entities. Tuples are generally denoted by lowercase
neither calcgories nor n-ary relationship with n > 2, is relatively eas Mappi letters such as 1, s, t, oceeneeee of the alphabet. An n-tuple t can be specified as
from EER to ODL is given as follows o = 0y, corees By)

_ Step I - Create an ODL class for each EER entity type or subclass. ¥ where each a; for 1 <i<nisa value in the D;, and is the value of the atiribute A;
this mapping multivalued attributes are declared by using the set, ba m.y’ in the tuple t. The order of the attributes is significant and fixed in the tuple
constructors. In this compo » W5 | representation. However, if we associate the attribute names with the corresponding

(V) | n ary relationship type

site attributes are mapped into a tuple construct¥ . ;

Slep_ ] —‘lnto ODL classes which are participating in the relationshif values, we can relax the ordering requirement. Thus, the sets {(A, :ay), (A;: 2}
add relauunsl}lp propertics or reference attributes, These may be created g and ((A; :25), (A, 1))} are same. Therefore, a tuple can be viewed as a mapping
one or both directions. . from attribute names 1o values in the domains of the attributes.

Depending on the cardinality ratio . 2 : " Now, a tuple can be represented in a number of wa follows —
R : of the binar hip, th¢ ! ; 2 A NNOWE
rclalmn:shnp propertics or reference attributes mychinglcyV:;::é:{c:P :ollgclid'. t=(ay, .....,, 8,) attribute value order must be constant
types; single valued for binary relationshipsinthe 1: ] or N : 1 directions 87 t1=(a,....,8y4[A 1., Ap) | attribute value can be

collection t;fpcs f:or rclélionship? inthe 1 :Nor M : N direction. | 1=(jA 1,0 Apl 18y, 8 ) | deduced from relative
If relationship attributes exist, a tuple constructor (struct) can be used ¥

create a structure of the form <reference, relationship attributes >, which t=((Ayiay)..(Agiag)) | ordering of the names
may be included instead of the reference awribute, | t=((Aylay)....(Aplag)) | of the attribute
I e
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In the above formulations the a's are values drawn from D the domy
of A, The value of a tuple tover an attnbute A; is denoted as t[Aj] i.e, ([A) =
1t is known as the projection of the ple t over A,

Q.5. Whar do you mean by a relation ? Discuss it.

Ars A relanon consists of a homogencous set of tuples. A relatio, g
relation state) r of the relation schema R (A}, Ay, ..oy Ay), also denoteq |
r(R). 1 2 setof netuples 1= {1y, 1. ... 1y ). Each n-tuple is an ordered |,
of n values 1 = < ¥y, Va, we Vg >, Where each value v, 1 € <, isy
clement of dom (A) or is a special null value.

The above definition of relation can be restated as follows —

A relationt (R) is a mathematical relation of degree n on the domains do
(A;), dom (A,), ...... dom (Ay), which is a subset of the cartesian product
the domams that define R - E

r(R) < (dom(A ) x dom(A,)x....xdom(A )

The cantesian product specifies all possible combinations of values fror
the underlying domain. Hence, if the number of values or cardinality of;
domain D is denoted by | D |, and all domains are finite, then total number¢
tuples in the cantesian product is

[ dom (A)) | * |dom (Ay) | * ......* | dom (A,) |

(QM?[ME degree of relation with example.
: Or
Give the proper definition of the degree of relation.

(R.GPV,, Dec. 2008, June 2005,

Ans. The degree, also known as arity, of a relation is number of attribute
n of its relation schema.

‘ Example —I‘hc r_claliona! schema of university students is given below i
which there are 7 auributes. So degree of relation for this schema is 7.

STUDENT (Name, SSN, Home Phone, Address, Office Phone, Age, GPA}

) Q.7. Whar ;’s weak entity set and strong entity set and degree of a re!ariol:
with example ? (R.GPV,, May 2018,

Ans. Refer 1o Q.38 (Unit-1) and Q.6.

Q.8. Whar are the main properties of relation ?

ns. The relation has some impontant properties which are as follows -

(i) There are no Duplicate Tuples — This property follows from
the fact that the body of the relation is a mathematical set (of tples) and set in
mathematics duf-s notinclude duplicate clements. And infact, it is useless 10
have same scl of attnibutes more than once in the given ﬂ:].'.lliDl:l This propery
of relation clearly says that relation is different from table, Il_ is so becaust

tables allow the duplication of records while relation does not

Unit -1l 49

(ii) Tuples are Unordered, Top to Bottom - This bpmpcny‘a[r:o
follows from the fact that the body of the relation is a mathematical sct, sets in
mathematics are not ordered. Relations are independent of the order of tuples
in it. Logically, it states that does not give preference to any onc u_:plc over
others. Thus, we cannot have numbering of the tuples. The relation gives
equal emphasize in each of its tuples. _ .

This property leads to another definition of relation. Aln alternative definition
ofarelation can be given, making the ordering of values ina tuple unnccessary.
In this definition, a relation schema R = {A, Ay Ag e A} is a set of
attributes and a relation (R) is a finite set of mapping 1 = {1}, L, weees th
where each tuple t, is a mapping from R to D and D is the union of the atlnhut_c
domains, that is, D = dom (A)) U dom (A;) W ..es W dom_ (An?, In this
definition, t[A,] must be in dom (A)) for 1 i< n for each mapping tin r, cach
mapping t, is called a tuple. According lo this definition, a mple_can be
considered as a set of (<attribute>, <value>) pairs where each pair gives the
value of the mapping from an attribute A; to a value V, from dom (A).

This property gives another distinction between the table and relation. In
case of the table, it is mandatory for the database management system to give
numbering to the records of the table. It is done to uniquely identify each
record in the database and possess top-down ordering among the records. It
is usually done on the basis of first-come, first-serve. The record stored earlier
is shown first and the others follow them.

(iii) Attributes are Unordered, Left to Right —This property follows

from the fact that the headings of a relation is also a set of attributes.
Ordering of attributes is also managed by the front end tool. It is who
need to decide which attribute has 1o be placed and where. It is as per the
requirement of the end user. This feature adds one more difference between
relation and 1able, As in case of table, specific ordering of attributes (columns

or fields) is done and is again usually on the basis of first come first serve,
from lefi 1o right in the table.

(iv) Each Tuple Contains Exactly One Value for Each Attribute —
This property states that each tuple is an atomic value, that is not divisible into
components. Within the framework of the basic relational model. Hence,
composite and multivalued atiributes are not allowed. Thus relational model
follows the process of normalization 1o overcome this problem.
Multivalued attributes must be represented by separate relations and
composite attribules are represented by their component attributes.
But sometimes. the value of some altributes within a particular tuple may
be unknown or may not be applied to thattuple. A special value, called NULL,

is used for these cases. In general we can have several types of null values,

such as “value unknown™, “value exist but not available™ or “attribute does not
apply to this wple™.
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.9. What do you understand by the term key ?

Ans. Entitics have properties, called attributes, whic‘:h associate a vq)
from a domain of values for that attribute with cnch entity n the entity g
Usually the domain for an attribute will be a set of integers, real numberg o
character strings. but we do not rule out other type of values. For exampl,
the entities in the entity set of persons may be said to have attributes such y,
name (a character stnng), height (a real number) and so on.

The selection of relevant attnbutes for entity sets is another critical step i,
the design of a real-world model. An attribute or set of attributes whose valug
umquely identify each entity in an entity set is called a key for that entity sey, k
prnciple, each entity set has a key, since we hypothesized that each ¢
distingwishable from all others. But if we do not choose, for an entit
collection of attributes that includes a key, then we shall not be able to dis
one entity in the set from another. Often an arbitrary serial number is supplied
an attribute 1o serve as a key. For example, an entity set that included only U §
nationals could use the single attribute “social-security-number” as a key,

Q.10. Define the term key attribute.

Ans. An entity type usually has an attribute whose values are distinct for
cach_mdwidual entity in the collection. Such an attribute is called a key attribute,
and its values can be used 1o identify each entity uniquely. For instance, for
the PERSON entity type, a key auribute is social security number,

Q.,U. Discuss the JSoreign key with suitable example,

Ans. A foreign key is a set of attributes of one relation R,, whose values are
required to maich values of some candidate key of some other relations R,.

For example, two relations cus

order (ord_:r__id. order_date, cust_id) where we store customer details and
order details in two separate relations for reducing redundancy. The attribute

'cusmmgr_id ‘inrelation ‘order ' is the foreign key. It allows the association of
order with the respective entily in relation “customer’,

Q.12 Discuss the candidate k
and alternate key. (R.GRV., June 2010)
Ans. (i) Candidate Key

"= Alable can have more than one set of columns
that could be chosen as the k.

: ' ¢y. These are called candidate keys. For example,
consider the relation Salespeople containin

: spe g the following columns-Snum,
Sname, Region and commission, From the list of columns it may appear that
apart from Snum, Sname can also be a key. This assumption will prove right
as long as we always have unique salesperson names. However, if we cannot
make this assumption, Sname cannot be a candidate key, ’

(ii) Primary Key and Alternate Key ~ Arelation can have more than
one candidate keys. In

] this casc, at least one of them should be chosen as the
primary key and others are then called alternate keys.

ntity j
Y sely
tinguisy

fomer (cust_id, cust_name, cust_add) and.

ey, primary key, super key, composite key |
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For example, if we consider a relation ELEMENT with ;}!tnhu::..% T'ilf\\l'\-hi"F[.;
SYMBOL and ATOMIC. Then we can choose SYMBOLnsl'hc pnm:'lry .:,y.- h .!k. A
and ATOMICH which are definitely candidate keys are considered as alternate keys.

In the cases where relation have only one candidate key, that only key
can be considered as primary key. ' I

(iii) Super Key— A super key is a set of columns that uniquely identi 1;::;
every row in a table while a key is a minimal set of such C(‘I]lll‘l‘mb:, For example,
considera relation Employee containing just two columns-Emp_id, Emp_name,
Then the two columns {Emp_id, Emp_name} together make up the super key.
However, it is not a key because it is not a minimal set of columns,

(iv) Composite Key —There are situation when a single column cannot
constitute a key. This is because a single column uniquely identify every row
in a table. Instead, we need 1o have two or more columns together in order to

identify every row in the table uniquely. A key consisting of two or more
columns is called as a composite key.

For example, consider the relation Supplier (sup_id, part_id, Qty) tells us
which supplier sells which part. As we know neither the sup_id nor the part_id
can identify a row in the relation uniquely because a single supplier supply
more than one part and also, a single part is supplied by more than one supplier.
However, the two of them i.e., sup_id and part_id, together can easily identify
any row in the table uniquely. Hence, it is a composite key.

Q.13. Explain various key constraints with example. (R.GPV,, May 2018)
Ans. Refer to Q.11 and Q.12 (ii).

Q.14. Give the proper definition of null value. (R.GP V., June 2009)
Ans. An attribute takes a null value when an entity does not have a value

for it. The null value may indicate not applicable, i.e., the value does not exist
for the entity. For instance, one may have no middle name,

Q.15-Explain relational databases and relational database schemas.

Ans. Arelational database consists of a collection of tables, each of which
is assigned a unique name. Each table has similar structure as in E-R databases,
A row in a table represents a relationship among a set of values since a table is
a collection of such relationship, there is a close correspondence between the
concept of table and mathematical concept of relation, from which the relational
data model takes its name. Actually, a relational database contains many relations,
with tuples in relations that are related in various ways. A relational database
?chcma S is a set of relation schemas S = (R,, R 2
Inlegrity constraints. A relational database state DB of § is set oflrelation states

DB = {r, ry...., 1.} such that each T, is a state of R,

: ; and such that the r,
relation states satisfy the specified integrity constraints,

- R} and a set of
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For understanding database schema in a better way, we must differenj,,

between the database schema or the logical design of the database, apq definc the sct of consistent database states,

database instance, which is a snapshot of the data in the database at a giy,-

instant in time. The concept of relation schema corresponds to the programpy;, primary key values. The entity int
language notion of type definition. It is convenient to give a name to a relatj, value

schema. We use the convention of using lowercase names for relations m.‘luplcs in a relation. Having nul

names beginning with an uppercase letter for relation schemas.

Following this notion, we use account-schema to denote the relatig
schema for relation account.

Thus,
Account-schema = (branch_name, account_number, balance)
branch
We denote the fact that account i S i ME"—“'
) i Downtown -
1s a relation on Account-schema by Mianus i-;':; 'sr:
account (Account-schema) as in | Perryridge A-102 454
4 Round 1110 -
fig. 2.1. In general, a relation schema Brighton J;-:;:i :::
compnises a list of attributes and Redwood A-212 700,
_ _ ; Bright . :
their corresponding domains. e o =2

. Fig. 2.1 The Account Relation
Q.16. Explain the characteristics of relation. Also explain the relations

databases. (R.GRY., Dec. 2014, 2015
Ans. Refer to Q.8 and Q.15.

% Describe entity integrity an

of ea (R.GPV,, Nov./Dec. 2007, Dec. 2010,
) Or '

State two integrity rules. (R.GPV., Dec. 2015)

Or e

Explain integrity constraints,

. Or
integrity constraints ?
(R.GRVY.,, June 2006, Dec. 2016

accuracy or correctness of data it
at the changes made to the databast

(R.GEV¥, Dec. 2003, June 2007, June 2016
What do you mean by -

Ans. The term integrity refers 1o the

the database. Integrity constrainis ensure th:
by authorized

Enty constraints of arbitrary complexity:
ed on a database schema and are cxpff"d
.lh:lt schema, In addition to domain and ke¥
mcludc_s Wo general integrity rules — entity
These integrity rules implicitly or explicitly

Integrity constraints are specifi
to hold on every database state of
constraints, the relational model
integrity and referential integrity.

cannot identify some tuples. For example, 1 two ©
their primary keys, we cannot be able to distinguish them.
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or changes of state or both.

Integrity Rule 1 (Entity Integrity) — Integrity rule 1 is concc'mcd with
egrity constraint states that no primary key
he primary key is used to identify individual
| values for the primary key implies that we
le, if two or more tuples have null for

can be null, This is because t

P: P:
1d Name 1d Name
101 Jones 101 Jones
103 Smith (@ Smith
104 Lalonde 104 Lalonde
107 Evan 107 Evan
110 Drew 110 Drew
12 Smith @ Lalonde
(@ Smith

(a) Relation without Null Values
Fig. 2.2

Consider the relation P(P) in fig. 2.2 (a). The attribute Id is the primary
key for P (P). If null values (represented as @) are permitted, then the two
tuples < @, smith > are indistinguishable, even though they may represent

(b) Relation with Null Values

“two different instances of the entity type employee. Similarly, the tuples < @,

e ‘Lalonde > and < 104, Lalonde > , are also indistinguishable and may be referring
d referential integrity. Give an examplk to the same person.

Integrity rule 1 specifics that instances of the cntities are distinguishable

- and thus no prime attribute value may be null. This rule is also referred to as

{ the entity rule. This rule can be formally stated as —

| If attribute A of relation R(R) is a prime attribute of R(R), then A cannot
! accept null values.

Integrity Rule 2 (Referential Integrity) — Integrity rule 2 is concerned
" with foreign keys i.e., with attributes of a relation having domains that are

' those of the primary key of another relation. Informally, the referential integrity
| constraint states that a tuple in one relation that

+ refers to another relation must refer to an existing Emp# | Name | Manager
tuple in that relation.

Consider the example of employee and their ::; ;"”I'; ®
managers. Since each employee has a manager | g4 |,:‘|‘:.,.1. ::';?;
and as managers are also employces, we may | 107 | Evan 110
represent managers by their employee numbers, ::: 2;:,:',‘ :::
if the employee number is a key of the relation

employee. Thus, monager attribute representsthe  Fig. 2.3 Foreign Keys
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emplovee number of the manager. Note that it is referring to the primar),.l <
of the same relation. An employee can only have a manager who is alsq (i) A value of FK in a tuple t, of the current state r (R)) cither

emploves, the chief executive officer (CEO) of the company can have him, 0ccurs as a value of PK for some tuple 1, in the current state r, (R,) or is null.
or herself as the manager or may take null values. In the former case, we have t, [FK] =, [PK], and we say that the tuple t,

ial i : +fers to the tuple 1,. R, is called the referencing relation and R,
Q.18. Define the term referential integrity.(R.GPV,, Dec. 2008, zoﬁﬁfﬂiﬁiﬂﬁiiﬂcﬁkﬂmtf il
Or ) - . - -
L ;o s In a database of many relations, there are many referential integrity
P e (R.GEY., Dec. 20 copstraints. To specify these constraints, it is first necessary to have a
Ans. Refer o Q.17

clear understanding of the meaning or role that each set of aur_ibu?cs pla_ys

Q.19. What are integrity constraints ? D X in the various relation schemas of the database. R:_:I_”crcnlml integrity

constraint and foreign key cimlraim. e f:l; g;’ﬂ:’.ﬂgm-my h constraints arise from the relationships among the entities represented by

Ans. Refer 10 Q.17, Q.12 (i Wb, Dee. 200 e relation schemas. For example, consider the database shown in fig.

1 Q-12 () mwd G111, 2.4. In the employee relation, the attribute DNO refers to the department

Q.20. Explain the following keys with suitable example — for which an employee works. Hence, we designate DNO 1o be a foreign

(i) Primary key (i) S s T : key of EMPLOYEE, referring to the DEPARTMENT relation. This means

Explain rfferem;'a?‘ (':} -«'mtdn.ry kq-(mj rwﬂf”" key ()Superkha 3 value of DNO in any tuple t, of the EMPLOYEE relation must match

integrity and integrity constraints. avalue of the primary key of DEPARTMENT — the DNUMBER attribute —

A 5 . (R.GP.V,, June 20lin some tuple t, of the DEPARTMENT relation, or the value of DNO can
ns. (i) Primary Key — Refer to Q.12 (ii). 2

be null if the employee does not belong to a department, In fig. 2.4 the
(ii) Secondary Key — Refer to Q.12 (ii). tuple for employee *John Smith' references the tuple for the *Research’

. depanment indicating that *J ith” w is dep: nt.
(iii) Foreign Key - Refer to Q.11. . p g ohn Smith" works for this department
(iv) Super Key — Refer to Q.12 (i), FNAME | LNAME ssN . ADDRESS SEX | SUPERSSN| DNOD
Rcrerenth N N | Joha Smith 1104%7R0 731 Fondren, Mouston, TX M 3114485888 5
| Integrity and Integrity Constraints — Refer 10 Q.17. | Franuuia| Wong | 3nyssssss | 638 Vou, lousten, TX M | ssspessss 5
2] H - i Alicls Telaya FTINNTTTT 3321 Castle, Spring, TX ¥ INTH54 ),
Q Dlsc:fss dtj?'crem ypes of keys. For each case, give a suital : eI 4
mplc‘ What lsforﬂgn key constraint ? Why i ik Jeonifer | Wallace | 987654321 191 Berry, Bellalre, TX F BBHOOS55SS 4
o 1y is such constraint importanl, [r———rrr TR -
{R GPV Noi 20]1. b y [T LYY S Fire Oak, lHlumble, TX M RARYTLLLTY 5
Ans. Refer o Q.11, Q.12 and Q.17. g s Joyce | Eaplish | 451453453 5631 Rice, Howston, TX F 331445555 s
s = Ahmad Jubbar YETIRTONT 980 Dallay, lousion, TX M 987654321
The refere i dyis . : -
is used to .Lm'.al lmcgm)'"cunsu:um is specified between two relations a8 | Jsme | Borg | sssesssss | 450 Stene, Houston, TX M Null 1
maintain the consistency among tuples of the two relations. ] L EE]
.22, F i : . . 1% SSN
;Q' low-d:e Joreign key is used to maintain the referential :'ntegm‘,rf: DNAME DNUMBER MGRSSN MGRSTARTDATE
Explain by taking one example, o Heseareh 5 333445888 1988-05-21
Ans. The col f forei (RGRN, June J Acs aistration 4 87654321 19950101
e fon:nall m:icpidf_!‘ foreign kcy_ls useful 1o define referential inln\‘.!i"'f‘F Headquartens 1 AER 665488 1981-06-19
nktgsity Con};mimobn lmcm:a fora foreign key, given below, specify a referen DEPARTMENT
oo e e rcla;o:ts:;l::fa l“ﬁu r;stlaut?n s".che;rlas R, and R,. ?Sdcd Fig. 2.4 One Possible Relational Database State
: B a foreign ke eren . :
relation R, if it satisfies the ful]owin;{;two ru]csl:n ey of R, that re Corresponding to the Schema COMPANY

(i) The attributes in F ’ : A foreign key can also refer to its own relation. For example, the attri
key auributes PK of R,; allﬂbullfs Tl::a‘r]::cs:;nf du.r??!:l(s), as u“;.;:r::;nﬂﬂ SUPERSSN in EMPLOYEE refers to the supervisor of an c{')n:lo:c: l;?suzz
relation R,. 0 reference to refe another employee, represented by a tuple in the EMPLOYEE relation.

: ( ] Hence,
SUPERSSN is a foreign key that references the EMPLOYEE relation i

tself,

S
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Or
Differentiate betwcen the internsion and extension.

same membenchip condition.

The smtenaon of o set defines the permissible occurrences by specifyj

a membership condion.

The extenvior of the set specifies one of numerous possible occurren

by explicatly listing the set members.
These two methods of defining a set are illustrated as follows —
Intension of set G = [p] g is an odd positive integer less than 20}
Exteasson of set G = (1,3, 5,7,9, 11, 13, 15, 17, 19}
{L.’Jl.qfq»s:i:’ :fc Jollowing with examples —
er i) Primary k
(iii) Alternate key  (iv) &ensio::)m:;" ;:;g::;ir.

@25, Define intension and extension, take suitable example of ea, for database modi
a, for data

'GP 2008, Dec. proc
(RGP, June 2008, Dec. 2008, June 2009, Dec. 201 50 powerful, that contain code

Amy We know that a set 18 well-defined collection of obj S have ¢

_ jeels and : these DBMS have a
representad by a bist of elements (called members) or by the Spcciﬁc::i‘:;' P :
n

Unit-1l 57

fication. Such longuage includes command to insert and delete
ommands to modify parts of cxisting tuples. Very often, non-
edural query languages arc used. as the database management systems afe
for almost all type of requests that user may do.
rocedural interface also, 1o be on the safer side.

ocedural query language but most

tuples as wellas ¢

For example, we have SQL as non-pr : :
DBMS like ORACLE provides language called PL/SOL which provides some
basic facilities of procedural language along with the powerful advantages of
SQL. While in case of non-procedural languages, we have a separate stz't'of
instructions and keywords to handle distinct operations. We have dfxta definition
language (DDL) for defining relation schemas, data manipulation language
(DML) for manipulating the tuples in the relation, and DCL and embedded

SOL are used as the supporting features.
Q.26. What do you understand by the term ‘SQL' ? Explain.

Ans. SQL stands for structured query language. It is used to communicate
with the database. Whenever any data is to be accessed from the database, we
can do it through the SQL, and user can access the required data from the
database. can manipulate data, can define the data in the database through

(R.GPV,, Dec. 201 SQL. SQL is supposed as structured query language for relational database

Ams (i) Super hey — Refer 10 Q.12 (iii).
h'u Primary hey - Refer 10 Q.12 (ii).
l"ful Alternate key - Refer 10 Q.12 (ii).
(iv) Extensions and Intensions — Refer to Q.23.

&

mnogoa:'. QUERY LANGUAGES — SQL-DDL, DML,
m%m‘ COMPLEX QUERIES, VARIOU
G, TRIGGERS, ASSERTIONS

0.25. Whar do y
You mean by relational guery |,
fan
Ans. A query language it
from the database
Query languages can be cale,
procedural In procedural langua

158 language in which a user requests in formalie’
. i
gorized as being either procedural or no*

sequence of operations on the daic[.; user instructs the system to pcrﬁm'nl
as¢ 10 compute the desi )
¢ desired result. In

non-procedural languap

giving @ specific p:::’;t:c :’i:‘:u?: describes the information desired witho?

‘ dinming that information. | i ¢
i & procedust, whertai the e s uf;nl-lllol’]‘ The rulah_unal ulgthﬂ-
calculus are nun-procedural, caleulus and domain relation”

In relational que,
ry languages, we are :

data-marn L ¢ concerned with queries. A comple

upulation language includes not on ly s query langu ug:‘I iitalsos Iunglll"

'

management systems (RDBMS).
SQL uses the combination of relational algebra and relational calculus
| constructs. It has many other capabilitics besides querying the database. It
includes the features of defining the structure of the data, for modifying data

" in the database, and for specifying security constraints.

SOQL has established as standard relational database language, and its original
version was developed at IBM’s San Jose Research Laboratory. It is also called
SEQUEL and was implemented as part of the system R project. The purpose of
‘this project was (o validate the feasibility of relational model and to implement a

" DBMS based on this model. The results of this project are well documented in

database literature. Additionally, to contributing to the concept of query compilation
and optimization and concurrency control mechanisms, the most salient result
of this project was the development of SQL.

SQL is a nonprocedural language, Users deseribe in SQL what they want
to do and the SQL language compiler automatically generates a procedure to
navigate the database and performs the desired task.

Q.27. What is SQL ? Which data models implements this language ?
Write a SQL server program segment to write rules an i defaults. How can
you connect and disconnect them to a database ? (R.GPY, June 2011)

Ans, SQL — Refer 1o Q.26.

Relational model implements this language.
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The IDBC standard defines an AP1 that Java programs can use 10 ¢cg

to datahase serves Fig 2.5 shows a Java program that uses (e J1y The stmtexecuteQuery is used Lo execule a query and rcir'!cv:: the set “me.m the
imerface. The program before opening a connection loads the ppropy resultinto a ResultSetand fetch them one tuple ata time using the nex!( ) function on
dnvers for the database by using Class.forName, then open a connectigp, the result set. The values of attributes in a tuple can be retrieved in two ways — using
execute SQL statements. The parameter to the gerConnection call SPC(:],: the name of the attribute and using (he position of the attribute.

the protacol to he wsed to communicate with the database (jdbe:orac)

e:thi ari istic: L ? Discuss five aggregate
the machine name where the server runs ( aura.bell-labs.com), the - hiy (.28. What are the various characteristics of 50 fi

7 e , 2 = e R.GPV,, Dec. 2011)
uses for commumication (2000). The parameter also specifies which q::‘ Sunctions with a suitahle example. (R.G
on the server 1s 1o bhe used (bankdb). Note that JDBC specifi i

es only th Ans. Characteristics of SQL - The main characteristics of the S?L I:l;:guaﬁc

H Yiheq . i is implies that the
not the commumication protocol. A JDBC driver may support multiple prot A'is that it is a declarative or nonprpcn:duml Iafa%uagﬁ.u'fhis 1m[:io“s e
and we must specify one supporied by both the database and the driv 0{; P e ogc th mmer
3 g - 3 Cr. H x g O
dentifier and password are the two other arguments 1o getConnection. computer needs to carry out Lo abtain a particular result. Instead, the progra
peblic static void JDBCeram

indicates to the DBMS what needs to be accomplished and then lets the system
{ Ple(String dbid. String userid, String passw)  decide on its own how to obtain the desired result. The statements or commands
"y that compose the SQL language are generally divided into two majf‘r categories
\ or data sublanguages. Each sublanguage is concemned with a particular aspect
Chu.f.rh‘lm{-."d._ dbe.d -
Connection con Jabe.driver.OracleDriver »n

l'-nrhrr!\{lalger.gel('.‘nnne:liun(

thin:@ sura.bell-labs.com:2000:bankdb
Statement m-t-cnl.crulesuieuntl j 1
Ty

of the language. One of these sublanguages known as the data definition language
or DDL and the other is known as data manipulation language or DML. The
" userid, passwi SQL language can be used interactively or in its embedded form.

Aggregate Functions — Aggregate functions are functions that take a

collection of values as input and return a single value. In SQL, we have five
into table_name

values(*vall aggregate functions —
"val2', 'vald")

“jdbec:oracle:

StmLexecuteUpdate("insert

) (i) Average:avg (i1) Minimum : min
ll:nd-(so:.r_“,,““ sqle) (it)) Maximum : max (iv) Count : count
(v) Total : sum,

Here, sum and avg functions work only for numbers, while min, max,
and count work equivalently well for alphabets i.c., string.

(i) Average: avg — This function takes as input, a collection of

., Dumbers and returns a single number, which is average of all the numbers.
Il) + " 1]
reet.getFloat(atiribute_number)

S,uemnt.prlnth["tnld not insert tuple:"

ResultSet ruet=gymy. g
while(rsetnext( ;]n treenteQuery(“Write Query);
I

+3qle); %

5y nlm.oul.priaﬂn(rul.gelSlrin;( "“atiribute_name

For example, suppose we want to find average of amount of orders in
smclose( ); % order table, then queryvcan be written as —
; conn.close( ): [ .}clecl avg(amt)
rom orders
T.uusol.t:mpuo- sgle) This query will result a single attribute named avg(amt) having only one
Snl:n.unl-]irinlIu[-—squ;“pl[o“u +1qle);

value that is average of all amounts. 1 we wish to get avg with heading of field
as average then query should be written as follows -
select avg(amt) average

Fig. 2.5 IDBC Coge from orders

Then, the program creates 5 slateme
execule an SQL statement and get back
us to caich any exceptions that grise on
message to the user. The program can

Now, we will have only one attribute with heading average and only one '

nt handle on the connection and uses it¥  value that is average of amount from order field,

results. The try and catch construct per
calling JDBC calls and shows an approprid¥

We can also use group by clause. The group by clouse is useful in
"'F_‘d-"" a query by using stmt.executeUpda

circumstances where we would like 10 apply

. the aggregate function not only
1o a single set of wples, but also 1o a group

of sets of tuples.

Scanned with CamScanner



Unit-1l 61
For example, Il we wish o find total orders in orders table. then we can also write 25 -
sclect snum, avg{amt) sclect count(®)
from orders from orders
goup by snum This will result 2 vales 10,
This query will result average mo'l.:.lnt S Ehc g, . (v) Total ; sum — This function is used to return the sum of
We il et Bavhig el o 01 ol g iio o numbers. This function just adds all the numbers given to it as mput and
restctrons. return the sum of these numbers. For example, if we want 1o find the sum of
For example, amounts of orders from orders table then -
select snum, avp(amt) select sum{amt)
group by snum o~ scparmely, then
amoumnt for exch soem . we
Baving ave(amt) > 1200 whaigig et
The predicates in the *having” clause are applied after the formagin P 10ME
£oups, 0 1he 2gmregats functions may be used. G
This query will give s enly snum which contains average amount o by snum
e 1200. The *having” clause is psad only with the aggregate function o

7 i p e This will give us snum with total of 2mounss for exch emom separmely If
(i) Minimum : min — This function is used to find mini= a *where’ clause and a "having” clause appear in the same guery, the pradicats
===her from 2 goup of numbers. For example, suppose we want to find in *where’ clause is applied first. The tuples sansfying the “wher=" predicase
m!mhmmmm_nlmﬁmcrdmtah!ea are then placed into groups by the group by clause. The “having’ clause if
;:Esm) present is ﬂ'l_cn applied to each group, the goups that do mﬂih\nﬁ
This query will give us with the minimum amount ie., 18.69. :::_ﬁ pmmg‘t:::rhml‘:d;g:: result of the qu:ry,m ’
(iif) Maximum : max — This function is used to find max=

from 2 given goup of numbers. For example, suppose we wist Q.29 What is aggregate functions of SQL ?  (RGEV., Dec. 2014)
ﬁndmnmmmmjfmmurdashbk— Ans. Refer 1o Q28.
o amt) Q.30. Write the commands of DDL. (RGE}., June 2016)
from orders Lo .
) Emnﬂlmﬁmumymmmmmﬂmmlym“ Ans. The three main commands of DDL are —
te

mmmzmmnhurdcrabh.lnuurmmplcisgsljl_ss_ (i} Create Table — For creating 2 table or view.

(iv) Count : couny— This function is used 10 retum total ne= (ii) Drop Table — It ts used for droppeag 2 relation e, when drop
Df\lhﬁiﬂagh‘mz::ﬁhnc,mmujmt_ For example, if we wa= command is used it delets all the tuples along with the schema of that relation.
find o) mb:ofminmn.blcl.bcn

(iii) Alter Table — For 2dding amribute 10 20 exssung Le, for altzring
select count(snum) arelation.
from orders
Here, comt counts the

: . .31. Explain data definition language in reference o SQL
oumber of soum in the table and displays the# O
ezmber of soum In o example, this \-:Im:illhclﬂf L Anv M&rmmhqs;agtlem\bnmbmmm

P - ol e Bz jog. For example. 1001, jof schemas, deleting relabons, creanng indices, and modifying relatbon schemas.
1073, et=. So, if we wish 1p

count one only once, then we ez # The DDL pornon consists of those declaranye constructs of PL1 that are
dmstingt m the following way - needed to declare database obyects - The DECLARE (DCL) statement itself,
select count( distinet um) certuin PL dam rypes, possibly specnal evtensions to PLA 1o support new
from orders obyects that are not handled by custing PL/L
In our example, ths value 1s §
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on of a set of relations along wit ,

i i interv nputations
SQL DDL allows specifical SQL also provides a data type called interval and allows comp

. Aation. including - based on dates and times, and on intervals.
e about cach relation, InC ks : . % :
l“t“"“-‘“‘[‘; The schema of each refation. t For example, if A and B are of type date, then A-B is an interval s
(i) The domain of values associated with each attribute, value is the numbc_r of days fromldalc A to date B. P
(iii) The integrity constraints. Similarly, adding 0{ subtracting an interval to a date or time g
3 s intained for each relation. date or time, respectively.
iv) The set of indices to be maintaine : " s G ' inly three
:v)) The security and authorization information for cach relation (i) Schema Definition in SQL - In DDL, we have mainly
! o . sach relati es of commands — . .
(vi) The physical storage slmcturg n[‘u‘n.h ul!a 1on er‘dlsk. typ (a) create Command — We define an SQL relation using the
SQL DDL can be discussed on the basis ol following topics — ble command -
(i) Domain Types in SQL - SQL provides a varicty of in-by o te table < tablename >
domain types. It also provides a facility lo uscr o define their own data type i .
; : . Iso have o specily length of vanaby (columal datatype i
a ﬁ?n{;ﬁlcclanngmcscdatalypl.s.wca S0 pe |4 abi column? datatype [constraints],....);
n ow — - .
) : , . , specilies that a value is to be passed there
(a) char(n) - Itis used for character strings having fixed leng In above syntax, sy miliol <> gsca ed }m cHiatethay uscrpshould give
n. The value of n is to be given by user. by user, and in above example, <tablename> indicale
e = , { relation there.
(b) varchar(n) — This is also used to specify character string the pame © .

i ’ . ; A E rated by commas and
but it has variable length with user specified maximum length n. It's full fos Then names of columns should be wr:ll:;n, stll’ d g:nofnllriblﬂc)
is character varying, is equivalent to varchar(n). followed by datatype (1.::'.' ‘hc.domam ty.pc FUER RO A )and chccl:i
: () int - It is used to specify integer (a finite subset of & The allowed constraints include anﬂkw key (Ajy Apgr - lym
integers that is machine-dependent). Its full form is integer. (P) and forcign key and Not Null, . o drop the relation
. (d) smallint = 1t is used to specify small integer (a machia (b) drop Comml?d-—ThlS cpmmnd:suscd to drop the re

cpendent subset of the integer domain type). with its structure and the data. [ts syntax is —
point with uscf'cs)p:cl!:'n?lqp'-q) " Ill i; used to specify number having fixed deo Mble Stabic Saie
nt er-specilied precision. 1t has total p digits (plus a sign), in whid or
d digits are right to decimal and (p-d) digits are left 1o the decimal point. Fo drop aable r
cxample, the numeric (5, 2) allows 321.45 1o be stored tl ithe H is the name of relation
3214.5 nor 32.145 can be stored SEboys Tk s .

exactly in a field of this type. " 1 ove rows from the table, then we can use delete
(D real, double Precision type If we want to rem

i i i = Itis used to specify real numb® command for it.
;:P:::::?g r'::'.".l and double-precision floating-point numbcr:: with machist (c) alter Command — This command is used to add the attributes
’ (ll!s)mfl;t.ul(n) 1t is used or to modify the existing attributes. The form of the alter command is as
: =1ltis t ; . g
has user specified precision of at least nod?mnfy flostiog, pokin numbers-¥ - follows -

lls- <A><[)>
(h) date-1Itis used = alter table < table name> add <A> <D

year, month and day of the month, I;n E:cdrymlmd“dm‘-'- Tt contains (four dig® Here A is the name of attribute to be added and D is the data type of the
(i) time - It is us.cdy to . iff ot of oracle is “DD“MM‘_W attribute A. ;

o T SRR, S 3 Q.32. What are database languages ? Why were the DDL and DML
() long - It stores " ¥ = ? lain functional dependency.

upto 4GB. res in the ASCII text format, It has capacif called data sublanguage ? Also explain fi PR GEY, Dec. 2012)
(k) BLOB -1t is binary . — In many DBMSs where no strict separation

: large object. Ans. Database Languages — in y :

() CLOB - 1tis chara bt N DBA and database designers use one language, known
(m)NCLOB — 11 | cter large object. of levels is maintained, the

1S muly 2 . iti DL) to define both the conceptual and the
called nationalised character set. ultiset character large object. It is ¥ 23S the data definition language (DDL)
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3 Wi ¢ a DDL compiler y,
The DBMS will have a i, A tafi in using a
internal schemas for 1h‘c;' ;Tnt:::mnh i order to recognize descriptions of Q.36. Describe the different types of file organization. Explain using
funchon 1s 1o process .8 .

he schema description in the DBMS cagy) sketch of each of them with their advantages and disadvantages.
schema constructs and 10 store The sei . :

"
G okl . ‘ ‘ (R.GPV. June 2010, Dec. 2011)
DDL. Sublanguage = The DDL e require e the Py Ans. A file is organized logically as a sequence of records. These records
schema onlv when a clear separation 18 “““m"w'{ l':c_l\\ een fhe Concepy are mapped onto disk blocks. Files are provided as a basic construct in operating
and internal levels. Anather language, the SLORgE Setiiun Sepihis bl system. Although blocks are of a fixed size determined by the physical properties
used to specify the iniemal schema. Either one ““E‘ﬁsc l‘anﬁu :‘lgcs mai): SPEG 06 the disk and by the operating system record sizes vary.
the mappings hetween the two schemas. F(_“. : l:;f;. o :i;sl;:,[:: l::"; \l;};m One approach to mapping the database to files is to use several files, and to
N WAL poes thied llanguagt;. e \:;“ o;c];“ t‘ual schim: but i L), store records of only one fixed length inany given file. An altemative is to structure
;)p;il.lf;: :l:: [\;;\1\_::':2 :g L;: ::'F:;lg;;oco:c:mualpand cstcmal‘schc::ia? files such that we can accommodate multiple lengths for records. Files of fixed-
: ;s . . " length records are easier to implement than are files of variable-length records.
DML Sublanguage - A data manipulation language is provided by the DBy

for manipulating operations such as retrieval, insertion, deletion, and modificay (i) l"'w‘!-lﬁ.mm Records — Suppose a file of account records of

of the data. There are two main types of DML, namely, high-level, bank database sbn\\'n in fig. 2.6. Each record of a file can be defined as —

nonprocedural DML and low-level or procedural DML. A high-level DML g type deposit = record

be used on its own 1o specify complex database operations in a concise manp acc_no : char(12)

Alow-level DML needs 1o use programming language constructs, such as loopin b_name : char(20)

1o retrieve and process cach record from a set of records. . amount : real;

_ Whenever DML commands, whether high-level or low-level, are embedd: ot = :

In a general-purpose programming language, that language is called the he Let each c.hamctcr occupies l byte and a rci_al occupies 8 bytes, our

language and the DML is called the data sublanguage. account record is 40 bytes long. A simple approach is to use the first 40 bytes
Functional Dependency - Refer to Q.17 (Unit-ITD). for the first record, next 40 bytes for the next and so on. But, this approach

dj.ﬂ'grgg:f }'g;:fb:.”wm"d query language ? How the DDL f"d DML"’I (a) To delete a record from this structure is difficult. The space
Ans. Refer 10 Q.26 and Q.32 (R.GRV, Dec. 2011 oceupied by the deleted record must be filled with some other record of the file
Q.34. What is the d

or we must have a way of marking deleted records so that they can be ignored.

suffer from two problems —

st DTy ifference between procedural DML and not (b) Unless the block size happens to be a multiple of 40, some

R (R.GPV,, Dec, 2014 records will cross block boundaries. That is, part of the record will be stored

Ans. Refer 10 Q.32, in one block and part in another. It would thus require two block accesses to
0.35.

What i read or write such a record.
hat is NULL ? Give an example to illustrate testing for NUL

in SQL.
RGPV rec 0 A-601  Round 1IN 100 rec 0 A-601 Round Hill 100
Ans. SQL allows the use of ( Pl". June 2008, Dec. 2008, 2010 ey A-sm1 Perryridge 200 rec 1 A-S01 Perryridge 200
SbsneEsar use of null values to indicate absence of informati¥ €€ 2 A-201  Brighton 750 rec 2 A-201  Brightom 750
¢ value of an attribute. The keyword null js us di ; g T3 A0l Misnws 450 rec 3 A-101 Mianus 450
for a null value. Thus, to find all loan numbe ec in a predicate to & rec4  A-502  Perryrldge 800 rec§  A-102 Brighton B850
with null values for amount, we write tsthat appear in the Joam relali®  recS  A-102  Brighton 850 rec 6 A-503 Perryridge 600

| rec 6 A-50)  Perryridge 600 rec 7 A-401 Downtown 300
select loan_number from loan wj 3 ree 7 A-401  Downtown 300 rec 8 A-301 Redwood 250
The predicaie is nor mull 1esis for th ;crc amount is null; rec 8 A01 Redwood 250

: ¢ absence of a null value

The use of & null value i 0k Fig. 2.6 Account Records File Fig. 2.7 Account Records File On

: Deleting Record 4
_lhr input values in null. SQL treats as unknown th S On deleting a record, we could move the record that came after it into
involving a null value. e resull of any comparis® ¢ space formerly occupied by the deleted record and so on until every
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Jeted recond has been moved ahead (see fig. 3,
deleted SO

record following the
This approach requires

move he file into the space occu ¥
« final record of {
casier to move e p

- -\Q]
g o)
deleted record (sc T header
rec 0 | A-601 Round 1l | 100
rect | A0l n.-m: ;: rec 1 | A=D1 | Permyridge | 200
rec 1 | AS01 | Perry - rec
rec2 &ﬁ:ll l‘\""f:l': s recd | A-101 | Mianus | 450
recd | A- F recd ]
s | A1 :@-: ﬁ: rec § [ A-102 | Brighton | HS0
. r""’ﬂm 0 rec 6 | A-503 | Perryridge | 600
rech - ! 1
rec
w7 | 4] ewwovn | ¥ rec8 [ A301 | Redwood | 250 | =
F'q:.ls Flg. 2.9

1t is undssirable 1o move records to occupy the space {reed by a delet
record. since doing so needs extra block accesses. Since insertion tend (o}
more frequent than deletions, it is acceptable to leave open the space occupi
by the deleted record and 1o wait for a subsequent insertion before reusingt
space. A simple marker on a deleted record is not suflicient, since it is hard|

find this available space when an insertion is being done. Therefore, we ne:
to introduce an additional structure,

We assign a fixed number of bytes as a file header at the beginning of ¢
file. The header will contain a variety of information about the file. For net
all we need to store there is the address of the first record whose contents®
deleted. We use this first record to store the address of the second availab
record and so on. Thus, the deleted record form a linked list called free li
Fig. 2.9 depicts the account record file with the free list after deleting ¥
records 2, 4 and 7.

When 2 new record is inserted

header and update the header
When no

»We use the record pointed through®
. pointer to point to the next available recot
: space 1s remain, we append the new record 1o the end of i
I-'ml:;i-lcnglh records files are simple 10 implement because the space M
:::;:dttlc by a deleted record is similar to the space needed to inset'
(1) Variable-length Records - 1n g daygpase systems, variable-ler?
records exist In vanous ways—storage of multiple record lypu;in a file, rec®
types that permit repeating fields and record types that permit variable lené
!’or one or more ficlds. Assume g differen representation of the accd
information file in which we use one vanable-length record for each bra’
name and for all the account information for that branch, The format of

Unit- Il 67

Jarge number of records. Bu, it mighy, record is defined as -
maoving A 1tk

type acc_list = record
b_name : char(20);
acc_info : array([l....«] of
record;
acc_no ; char(12);
amount : real;
end
end

Here, acc_info is defined as an array with an arbitrary number of elements.

There is no limit on how large a record can be. There exist different techniques
for implementing variable-length records.,

(a) Byte-string Representation — In this method, a special
end-of-record (L) symbol is appended to the end of each record. A fterwards,
we store each record as a string of consccutive bytes. A byte-string
representation of variable-length records is shown in fig. 2.10. A variant method

of byte-string representation, rather than employing end-of-record symbols,
stores Lhe record length at the starting of each record.

0| Mianus A-101 450 1

1| righton | A-201 | 750 | A0z | wso [0

1| Redwood | A-301 | 250 1

3| Dowmtown | A-d01 Joo 1

4| Perryridge] Aot | 200 | a-so2 | 00 [A603] 600 [ L |
& | Round HIN| A-601 100 1

Fig. 2.10 Byte-string Representation
Some disadvantages of byte-string representation are as follows —
(1) To reuse space occupied via a deleted record is not

easy. However, techniques exist to manage insertion and deletion, they lead to
a large number of small fragments of disk storape that are wasted.

(2) In general, there is no space for records to grow longer,
When a variable length record becomes longer, it must be moved-movement

is costly if pointer to the record are stored elsewhere in the database, since the
pointers must be located and updated,

Hence, the byte-string representation is not usually employed for

‘ implementing variable-length records, Although, there is a modified form of

the byte-string representation known as slotted-puge structure.

. (b) Fixed-length Representation — In a file system, an another
Way o implement variable-length record is to use

one or more fixed-length records
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Unit- 1l 69
o-le rd This can be done in two ways -
1o represent one vanable- ength recor t :lo; Variable-length recorg 0.37. What do you mean by indexing ? Also write types of indexing.
v g e, e ‘ b Ans. The idea behind an ordered index access structure is similar to that
ced length records, chained together by pointers, s,
represented through fined leng

. . i index used in a textbook, which lists important terms at the end of
(2) Reserved Space — \_Wlt‘n there 15 2 maximum Teeq :::l[::r::(:n alphabetical order along with a list OFpagc numbers where the
length that is never exceeded. we can use fixed-length records of that lengy term appears in the book. We can search an index to find a list of addresses —
Unused space is filled with 2 end-of-record e . page numbers in this case — and use these addresses to locate a term in the
Fig 2.11 shows the file when we permitied a maximum of three accow  1ay1pook by scarching the specified pages.
per branch for resenved-space method. In the file, a record is of the accounty

: For a file with a given record [Griahten T Az17 ] 750 ]
1ype but with the armey having exactly three clements. The branches with less y, structure consisting of several fields (or [Downtonn | Act01 1 500 i
three accounts have records with null fields for which we use the symbol | attributes), an index access structure is [Downtown | A-110 | 600 3
defined on asingle field of a file, called, |Mianus A-215 | 700 )
e 3 ~ - x - an indexing field (or indexing attribute). |Perryridge] A-102 | 400 1
o Bechcnad Bl B R LY - = The index stores each value of the index  [Fernyridac] A-201 | 900
o Do K HEZTR WY - L field along with a list of pointers to all [ZXTiose ] AZIN -
3| Downtomn| A01 | 300 1 L 1 1 disk blocks that contain records with I{:u::';llll ::;; ;:u _)
4|Permymidze| asor | 200 | as02 | so0 | A-603 | 600 that field value. The values in the index
| Round Hm| A601 | 100 it 1 i 1 are ordered 5o that we can do a binary Fig. 2.13 Sequential File for
search on the index. Account Records
Fig. 2.11 Reserved-space Method There are several types of ordered indexes.

When records have a length o1 Misous A-101 | 450 | A file may have several indices, on different search kcgl". 1T the file recnr_ds
close 1o the maximum, then the Brizhton | o201 | 750 1 | are in sequential ordered, the index whose search key specifies the sequential
reserved-space method is useful, - order of the file is the primary index means index on a primary key. It is also
Otherwise, 2 significant amount of et L B D ) called clustering index. Indices whose search key specifies an order different
space may be wasted. In our example, A g2 | 8s0 —{3 from the sequential order are called secondary indices or nonclustering indices.
some of the branches can have more 4 | 227008 | A-01 300 = (i) Primary Index — Here we assume that all files are ordered
accounts compared 10 others, This S |Pernridge| A-s01 | 200 )| sequentially on some search key. They are designed for application that require
situation 15 handied by linked list. To ¢ As02) 800 | T bothsequential processing of the entire file and random access to individual
represent the file through 'lh: linked 7 |Round Hin| Aoy | 100 - ) tecords. Fig. 2.13 shows a sequential file of account records for bank example,
::l m'f"h]"f- ";’:‘ 3@ a pointer ficld. s A603 | 600 _:f'«l-l as branch_name is a search key.
slrﬁ'ﬂ;‘c.‘ shows the resulting Fig. 2.12 File Using Linked List | y (i:-') chcandmy Indice.s-—Gcr_icmlly.asecondaryindexonacandidale

' ey looks just like a dense primary index, except that the records are not

A disadvantage of the linked

‘ list structure is that we waste space in o stored sequentially. However, secondary indices may be structured differently
records except the first in 3 chain, The firg record needs to b the brancl from primary indices. If the search key of a primary index is not a candidate
name value, but subsequent records do not. This wasted s a:v? : nifica? key. It suffices if the index points to the first record with a particular value for
because we expect that each branch has 3 large numb ot 5. T0 the search key, since the other records can be fetched by sequential scan of
handle this problem, we use two differ SR

et types of blocks — the file. It is given in fig. 2.14. ' ‘ |
(1) Anchor Block - | o ” If the search key ol a secondary index is not a candidate key, it is not
t contains the first record of a ch®’ enough o point1o just the first record with each search key viaue, The remaining
(2) Overflow Block - |y contains record .r than tho¥ record with the same search key value could be anywhere in the file, since the
that are the first record of chain, fecords other tha

fecords are ordered by the search key of the primary index rather than by the
|

Scanned with CamScanner



r —

BELCE Unit-1 71 |
Managoment Systom (i . .
70 Database

Noaw_rosBilalt packets [FOR EACH ROW]

L Brighten A-117 750 I [DEC E)

Dowaton n A-101 S00 LAR. o

g“jj Downtown | A-110 | 600 [variable_name data type [: = initial _value]]

- Mianus A-21S | 700 BEGIN

| = 1= Perntidee | A-102 | 400 : _

600 L S Ternridge | A-201 | 900 ‘ PL/SQL instructions;

b Pernyridge | A-218 700 :

—E B

= Redwood A-222 | 700 :

ml= Round 1ill_| A-305 | 350 1 END;

Thus, a trigger definition contains following parts —

(i) The Triggering Timing — BEFORE or AFTER. This timing
indicates when the trigger’s PL/SQL code executes. In this case, before or
afler the triggering statement is completed.

Fig. 2.14 Secondary Index on Account File, on Non-candidate Key Bq;,m,l

search key of the secondary index. So, secondary index must co[uni_n po.inl:

d all the records. S“’f’“m level can usc.s . E.‘tll:il lcv(‘:l n[: md‘n r}t:cupn\ (ii) The Triggering Event — The statement that causes the trigger

implement secondary indices on scarch key that are not candidate key. Tt INSERT, UPDATE or DELETE

pointer of sccondary index do not point to the file directly, instead, each poi to execute ( , or 5 4

10 a bucket that contains pointers to the file. 1t is clear from fig. 2.14 that,£ (iii) The Triggering Level — There are two types of triggers —

structure of a secondary index that uses an extra level of indirection onf statement level triggers and row-level triggers.

account file, search key as balance. A'statement-level trigger is assumed if you omit the FOR EACH ROW
In principle, a databasc system can decide automatically what indices! keywords, This type of trigger is executed once, before or after the triggering

create. However, because of the space cost of indices, as well as the effetll statement is completed. This is the default case.

indices on update processing. it is not easy to automatically make the i

choices about what indices to maintain. Therefore, most SQL implementatie

provide th_c programmer control over creation and removal of indices thtﬁi!
data-definition-language commands.

A row-level trigger requires use of the FOR EACH ROW keywords. This
type of trigger is executed once for each row affected by the triggering statement
(In other words, if you update 10 rows, the trigger executes 10 times).

We create an index by create index Sotiiad ahloh Hles 1hE forllf (iv) The Triggering Action — The PL/SQL code enclosed between

.| the BEGIN and END keywords. Each statement inside the PL/SQL code must
end with a semicolon “;", .

create index <index-name> on <relation-name> (<attribute-li

(;/Q'”' Write short mote on triggers. (R.GRV., June 2011, Nov. 20 115 useful to remember that ~

Or ' (i) A trigger is invoked before or after a data row is inserted, updated,
What is SQL triggers 7 (R.GPY,, June 3 ° deleted.
or (ii) A trigger is associated with a database table.
Explain the trigger feature of ORACLE. (R.GPV, Dec. 2008, 20 (iii) Each database table may have one or more triggers.
Ans. A trigger is a procedura]

80U sods hatiii sutoaticatly invoked (iv) A trigger is exccuted as part of the transaction that triggered it.
the RDBMS upon the occurrence of 5 given data manipulation event. Oracle recommends triggers for
The syntax of a trigger in Oracle js (i) Auditing purposes

CREATE OR REPLACE TRIGGER igeot name (i) Automatic generation of derived column values
BEFORIJAFTE e — 0 (iii) Enforcement of business or security trai
ublq{na.m:: TER] [DELETE/INSERT/UPDATE OF column_nam®) | L IR

(iv) Creation of replica table for backup purposes.
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i = PR H xample. How ¢
erv » Explain with suitable examp. 4 an g,
.39 Fharare Irga (R.GRY, Dec. 29 expressed by using only these special forms. For example —

help in building robust databasc 7
Am. Trigpers - Refer 10 Q3%

Unit-1l 73

(i) The sum of all loan amounts for each branch must be less than

Trniggens ar useful mechanism for altering or 1o perform certain la¢ the sum ol all account balance at the branch,

automancally when certamn conditions are met. For example, suppose

(i) Ewvery loan have atleast one customer who maintains an account

inctead of allowing negative account balance, the bank treats overdrafls| \ith a minimum balance of $500.00.

seting the account halance 1 zero. and creating a loan in the amount of
overdraft This new logn 1s given 2 loan number identical or same as accg,

number of the overdrawn account

For thic example. the condition for executing the trigger is an upday;

the account relanon that results in the negative balance value.

The assertion can be written in the following form —
create assertion <assertion_name> check <predicare>

Whenever an assertion is created, the system tests it for validity and if the
assertion is valid then any modilication to the databasc is allowed. The

Suppose Pawan withdraw some money from his account that resulted; assumption should be used with great care,

10 be negative the account balance. Now let t denote the account tuple wi

negative value of balance, then the actions 1o be taken are as follows —

(1) Insert 2 new wple rin the loan relation with —
ribranch_name] = t[branch_name]
t{loan_number] = t{account_number]
tlamount] = - t[balancc]

{11) Insen & new wple v in the borrower relation with —
u[customer_name] = “Pawan”
ufloan_number] = t{account_number]

(i) Set [balance] 0 0.

Now there 1s SQL query o invoke the above example —

create trigger overdrafi after update on account T
(if new Thalance <0

then (insert into loan values
(T.branch_name, T.account number,
insert into borrower -
(select cuslomer_name,
from depositor

where T.sccount_number =
update account U

set Ubalance = ¢

where U.account_number =

- new T.balance)

account_number

depositor.nccnunt_number)

T.lccounl_numbcr))
Q.40. What is assertion ?

Ans. An assertion s g predicate ex
dotabase always 10 be satisfied. Ref;

el

pressing a condition that we Wis
erential-integrity constraints and do

If we want to delete any assertion the following command is used —

drop assertion <assertion_name>

NUMERICAL'PROBLEMS

Prob.1. Let the following relational schema be given —
Employee (SSN, name, age, dno)
Salary (SSN, salary)
Works_on (Projects#, SSN)
Praject (Projects#, project_name, location)
For each of the following queries give an expression in SQL -
(i) Display the names of projects at “Delhi".

(ii) Find the project_name of employee whose salary is greater
than 10000,

(iii)Retrieve the name and SSN of employees working on project#
A 100,

(R.GPV,, June 2010)
Sol. (i) The SQL query is as follows —

select project_name from Project

where location = “Delhi"

(i1) select project_name from Project where Projects# in (select

)
mi Projects# from Works_on, Salary where Works_on.SSN = Salary.SSN having
ool Salary > 10000);

(iii) select name, SSN Irom Employee,

Te are many constraints that ¢,-u.nl'.lll3l where SSN in{select SSN from Works_on where Projects# = A 100);
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ider the relations =

m’;;!?(::::) ENAME. AGE, BASIC)

WORK_ON (ENO. DNO)

DEPT (DNO. DNAME, CITY)
Express the following queries in SQL -

i
average besic pey-
(i) Find the sum of

the basic pay of all the employecs,

Unit-Il 75

Prob.4. Consider the following relations with keys underlined -
Street (name, location, city)
House (number, sireet_name)
Lives (name, house_number)
(i) Define the above relations as tables in SQL making real world

Find names of employees whose basic pay is greater the  assumptions about the type of fields. Define the primary keys and foreign key.

(ii) For the above relations answer the following queries in SQL —
(a) Get the names of persons who live in the street named

maximum basic pey, the minimum basic pay and the average basic pay  \ppopatma Gandhi.

Sl (i) sclect ENAME from EMP
where BASIC > (sclect avg(BASIC) from EMF)
(ii) select sum(BASIC) "SUM", max(BASIC) "MAX",
min(BASIC) "MIN", avg(BASIC) "AVG" from EMP
Prob.3. Consider the following relations with keys underlined —
Streer (mame, location, city)
House (number, street name)
Lives (name, house_number)

Define the above relations as tables in DDL SQL making real uwl'
assumptions ebout the type of the fields. Define the primary keys an::,

Jorcign keys (R-GRY, June 2
Sol create table Street
(n2me varchar? (25) not null,
location varchar? (30),
city varchar? (15),
primary key (name));
create table House
(number int not nul,
m:m_mme varchar? (25) not null,
primary key (number),
foreign key (street_name
create table Lives
(name varchar? (25) not null,
house_number jnt not null,
primary key (name),
foreign key (hous:_numbcr] references

) references Street (name));

House (number)):

(R.GRV,, Dec. 20y

(b) Get the house numbers street wise.
(c) Get the numbers of houses which are nof occupied.
(R.GRYV,, June 2008)
Sol. (i) Tables in SQL — Refer to Prob.3.
(ii) (a) The SQL statement is as follows —
select name from House, Lives where
House. number = Lives. house_number AND
street_name = ‘Mahatma Gandhi';
(b) The SQL statement is as follows —
select number, street-name from House order by street_name;
(c) The SQL statement is as follows —
select number from House where number not in
(select house_number from Lives);

Prob.5. Consider the following employee database —
Employee (Emp_name, Street, City)
Works (Emp_name, Company_name, Salary)
Company (Company_name, City)
Manages (Emp_name, manager _name)
Write expressions in SQL for the following queries —
(i) Find all employees who live in the city where the company for
which they work is located.
(ii) Find all employees who live in the same city and on the same
Street as their managers.
(iii) Find all employees in the database who do not work for ABC

' corporation,
(iv) Find all employee who earn more than every employee of ABC

- Corporation,
(v) Find all company names located in every city in which ABC
Corporation is located, (R.GPRV., Dec. 2006)
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2Ol enpression is as follows -
I';i':? :11;*\ :‘\mc from Employee, \\'nr!:s. Company
wher Employee. Emp_name = Works. Emp_name
and Works Company _name = L‘ufupnny‘Cmnpany__nn me
and Employee.City = Company.City;
(i) The SQL expression is -
eclect Emp_name from Employee
where Employee.street AND Employee.city IN
(select Street, City from Employee, Manages
where Emp_name = Manager_namc
(iti) The SQL statement is -
select Emp_name from Employee where
Emp name NOT IN
(select Emp_name from Works where Company_name = *ABC|

Kol (v

(1v) The SQL statement is !

sclect Emp_name from Works where salary >
(select max(salary) from Works where Company_name = ABC]
(v) The SQL statement is as follows -

= select Company_name from Company where City IN

(select City from Company where Company_name = ‘AB

corporation’);
Prob.6. Consider the following Relational Database —

Employee (employee_name, street, city)
Works (employee_name, company_name, salary)
Company (company_name, city)
Manages (employee_name, Manager_name)
l! rite SQL for the following queries —
(i) Find the names of all employees in this database who live}
clty as the company for which they work.

(ii) Find the names of all employ:, o T : J
on the same street as do their .‘lfﬂmg::. e D o

(iii)Find the names of gl { i
work for the company 'FBC-"f all employees in this database who do™

the same

. : 0
Sol. (i) Refer 1o Prob.5 (i) o ™

(1) Refer to Prob.§ (1)

. emplayee of UCO Bank.

(i) The SQL EXpression is as follows —
select employee_name from Iimpiu)‘cc
‘ ] o " I

select employee_name from Works where company name = 'FBC) |

___

Unit-1l 77

Prob. 7. Conslder the employee data. Give an expression in SQL for the
Sollowing query =
Employee (employee-name, street, city)
Works (employee-name, company-name, salary)
Company (company-name, city)
Manages (employee-name, manager-name)
(i) Find the name of all employees who work for State Bank.
(ii) Find the names and cities of residence of all employees who
work for State Bank.
(iii) Find all employee in the database who donot work for State Bank.
(iv) Find all employee in the database who earn more than every

(R.GPV, Dec. 2016)
Sol. The SQL queries are as follows —
(i) Select employee-name from Works
where company-name = “State Bank”
(ii) Select employee-name, city from Employee, Works
where Employee.employee-name = Works.employee-name
and company-name = “State Bank”
(iii) Select employce-name from Employee
where employce-name NOT IN
(select employee-name from Works
where company-name = “State Bank™)
(iv) Select employce-name from Works
where salary > (select max (salary) from Works
where company-name = “UCO Bank™)

Prob.8. Consider the following database with primary keys underlined —

Empl (E_no, E_name, No)
Employee database | Dept (D_no, D_name)
Emp_sal (E_no, Basic, DA, HRA, Tot-sal)
Represent the following queries in SQL —

(i) Get the names of all employees whose total salary is more
than Rs, 10,000.

(ii) Get Dept. names of employees who earn more than Rs, 50,000
Fﬂl-sn.fnq*),

(iii) Get the names of employees whose HRA is nil.
(iv) Write SQL DDL for the above given employee database, where

where employee_name NOTR Primary key are underlined.

(R.GQPY, Dec. 2009)
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4 Select B name from Empl where E_no IN
N ::-:T:\l I'-_rm from Empl_sal where Tut_:snl > 10,000)
(@) Select D_name from Dept where D_no in

(Select NO from Empl where E_no IN

(Select E_no from Empl_sal where Tot_sal > 50,000))
(@) Select E_name from Empl where E_no IN

(Select E_no from Empl_sal where HRA =0.00)

() The SQL DDL for the given employee database are as folloy

create table Empl
(E_no INT NOTNULL \
Emame  VARCHARQS) l
NO INT NOTNULL
PRIMARY KEY (E_no)); _ ‘
create able Dept 1
(D_no INT NOTNULL 1
D NAME  VARCHAR(Q0) l
PRIMARY KEY (D _no)
Unique (D_name) FOREIGN KEY (D_no) |
References Empl (NO)); |
create table Emp_sal :
(E_no INT NOTNULL I
Basic DECIMAL (8, 2) |
DA DECIMAL (4,2) 1
HRA DECIMAL (6,2) \
TotSal  DECIMAL(10,2)
PRIMARY KEY (E_no) \
FOREIGN KEY (E_no) References Empl (E_no));

Prob.9. For the relations PROJECT, EMPLOYEE and ASSI GN-“
database, express the Jollowing queries in SQI, — l
PROJECT ¢ Project &, Project Name,

EH‘PLDYI'.'E {Emp &, Empname) Ry 1
Amg‘n_lc (Project &, Emp ) |
:: ::) g: ::;:f: of employees waorking on all prajects. J
ee numb ' .
those projects that employee m;::i{:,:,ﬂw ees who waork on at led

(1ii) Gy

(i) G ::::;.: g empleyees wha are not assigned any proFe,
are working on the same pm,:f:om numbers such that the two emple!”

v) foﬂwrﬂc}'ﬁarﬂmq ‘fﬂﬂmpb;m R o anPﬂM‘

RGPV, June

Unit- 1t 79
Sol. (i) The SQL expression is as follows -
select empname, project # from EMPLOYEE, Assign_to
where employee.emp # = Assign_to.emp #;
(i) The SQL expression is as follows - .
select emp # from EMPLOYEE, Assign_to where
employee.emp # in (select project # from assign_to where

emp # = 107);

(1ii) The SQL expression is as follows —
select emp #, empname from EMPLOYEE where emp # NOT
IN (select emp # from Assign_to);

(iv) The SQL expression is as follows —
select emp #, Project # from EMPLOYEE, Assign_to

where EMPLOYEE.emp # = Assign_to.emp #
group by project #;

(v) The SQL expression is as follows —

select emp #, empname where emp # in (select emp # from
Assign_to where project # = *P7°);

Prob.10, Consider the following database with primary key underlined.
Employee (ENO, DOB, Name, Address, Sex, Salary, Depi-na)
Depariment (Depi-no, Dept-Name)

For each of the following queries give expression in SQL
(i) Retrieve the names of employees in department-5.

(ii) Retrieve the names of all employees who are not in department-S.
(iii) Retrieve the average salary of all female employees.
(iv) Write SQL DDL statements of above database,

(R.GEV, Dec. 2013)

Sol. (i) The SQL expression is as follows —

Select Name from Employee where Dept-No, = §;

(i) The SQL expression is as follows —

Sclect Name from Employee where Dept-No. != 5;

(iii) The SQL expression is as follows -

Select avg(Salary) from Employee where Sex = *Female®;

(iv) The SQL, DDL stalements are as follows —
create lable Employee

(ENO INT NOT NULL,
DOR DATE,

Nome VARCHAR(20),

Address VARCHAR(IDY,

Sex VARCHAR(G),

Salary DECIMAL(10, 2),
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Dept-No INT NOT NULL, ) & o foll
ARY KEY (ENO)X: (iv) The SQL expression is as [ollows —
PRBAARY hEY ) sclect distinct S.SName
create table Department ' From S
{Dept-No. INT NOT NULL, [ where S.SNO in
Dept-Name VARCHAR(15) NOT NULL, (select SPSNO
PRIMARY KEY(Dept-No.), from SP
UNIQUE ( Dept_Name)); where SP.PNO in
Proh.l]. Consider the following database (supplier part database) wi (select PPNO from P where P.color = ‘Red'));
primary hey underlined - '

S(SNO, SName, city, status)
P(PNO, PName, city, weight, color)
SP(SNO, PNO, Quy) relational algebra
Give expression in SQL for the following question —
(i) Ges SNemes for suppliers who do not supply part ‘P2,
(i) Double the status of *LONDON" suppliers.
(iii)Delete all *PARIS" suppliers and corresponding shipments.
fiv) Get SNames for suppliers who supply at least one ‘red’ pan
{v) Get all pairs of suppliers who are located in same ciny.
(vi) Get SNames for supp
by supplier ‘52"
SoL (1) The SQL expression is as follows —
Select disunct S SName
from S
where NOT EXISTS
(select *from SP
where SPSNO = SSNO
AND SPPNO = *p2');

liers who supply at least one part supplid
(R.GRY., June 2007,

(1) The SQL expression is as follows -
update S

st slatus = 2%s1a1ug
where cny - *London":

fm) The SQL Expression 1s as follows —
Delete from Sp

(v) The SQL cxpression is as follows -
select A.SNO as SA, B.5# as 5B
fromSasA,S5asB
where A_city = B.anty
AND ASNO < B.SNO;

(vi) The SQL expression is as follows —
select SName from S, SP
where §.SNO = SP.SNO and PNO in (select PNO from SPwhere
SNO = *52°)

Prob.12, Consider the following database with primary heys underlined -

Employee (ENOQ, DOB, ADDRESS, SEX, SALARY, NAME, DNO
SUPER END).

Department (DNO, DName, MGRENO, MGR start date)
Depi-location (DNO, Dlocation)

Project(PNAME, PNO, Placation, DNO)
Works-ON(ENO, PNO, hours)

Dependent (ENQ, dep-name, sex, bdate, relationship)

For each of the following queries give expressions in SQL and relational
algebra -

(i) Retrieve the names of all employees in department 5.
(ii) List the names of all employees who have no dependents.
(iii) Retrieve the names of all employees who do not work on any

Pproject.
{iv) Retrieve the average salary of all female employee.

(v) Find names of all employees who work on at least one project
located in Hyderabad.

where ety = *Pans® AND

S SNO = SPSNQ). SPSNOIN (select SNO from § wher

(vi) Write SQL, DDL statements for the above database.
(R.GIV., Nov/Dec. 2007)
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Sel. (i) The SQL expression is as follows -
sclect NAME from Employee where DNO = §;
Its corresponding relational algebra expression is as follows - |
Mxave@oxo- (EMPLOYEE))

(ii) The SQL expression is as follows —
select NAME from Employce |
where not exists
(select * from Dependent where E.rnplc'ayweq:.EN{Ji=‘[}c-p.,-nd‘,.-,,_l:'}t

Its corresponding relational algebra expression is as follows -
ALL_EMPS « [lgyo (EMPLOYEE)
EMP_WITH_DEPS(ENO) ¢ [gno (DEPENDENT)
EMP_WITHOUT _DEPS ¢ (ALL_EMPS_EMPS_WITH Dp
RESULT 4~ [Tyaye (EMP_WITHOUT_DEPS*EM PL(.';YEEl

(1) The SQL expression is as follows ~
select NAME from employee

where not exists(select * from works-on

where employee. ENO = works-on.ENC
Its comesponding relational algebra expression is as follows —
. ﬁmo.gmg{Emplnycc]_ﬂEm (works_ON)
(i¥) The SQL expression is as follows — )

select avg(salary)from employee where SEX = ‘Female’;

Its co i i
rresponding relational algebra expression is as follows -

. Engtnhq] [USEI = 'Frmale” {EL“‘LOYEE}}
(¥) The SQL expression is as follows -

select

» N.MlE from employee, project where ENO in

select * from project, works-on where

project.PNQ = works-on.PNO

AND Plocation = "Hyderabad');

Iis i i .

comresponding relationa) algebra expression is as follow

ollows —

n-\'lm! 'ul‘m' i
NEUPND = work
i_on PNO

(o
Plocation = “Hydenabag~ (Project X works

on)))

Unit-11 83
(vi) The SQL, DDL statements are as follows -
Create table Employee
(ENO INT NOT NULL,
DOB DATE,
ADDRESS VARCHAR(30),
SEX VARCHAR(6),
SALARY DECIMAL(10,2)
NAME VARCHAR(30),
DNO INT NOTNULL,
SUPEREND  INT NOT NULL,
PRIMARY KEY (ENO));
creale table Department
(DNO INT NOT NULL,

DNAME VARCHAR(15) NOT NULL,
MGRENO CHAR{9) NOT NULL,
MGRSTARTDATE DATE,

Primary Key (DNO),

Unigque (DName),

FOREIGN KEY(MGRENO) References Employee (ENO)); *

create table dept_location
(DNO INT NOT NULL,
Dlocation VARCHAR(15) NOT NULL,
Primary key (DNO));

create table Project

(PNAME VARCHAR(15) NOT NULL,
PNO INT NOT NULL,
Plocation  VARCHAR(13),

DNO INT NOT NULL,
Primary key (PNO),

UNIQUE (PNAME)

FOREIGN KEY (DNO)RE FERENCES DEPARTMENT (DNO)):
create table Works_ON

(ENO CHAR(?) NOT NULL
PNO INT NOT NULL
HOURS DECIMAL(3,1) NOT NULL,

Primary key (ENO, PNO),
FOREIGN key (ENO) References Employee (ENO),
FOREIGN key (PNO) References PROJECT(PNO)):
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create table Dependent

(ENO CHAR(9) NOT NULL,
dep_name VARCHAR(15) NOT NULL,
sex VARCHAR(6),

Bdate DATE,

Relationship VARCHAR(S),
PRIMARY KEY (ENO, dep_name),
FOREIGN KEY (ENO) References Employee (ENO));

Prob,13.Tonsider the following relations (primary keys are underjy, uni

|

i

_ . (RGRV, Nov. 200 i
SolL (i) Select distinet customer-name, borrower.loan-number fid 8 specified relation a

< (i) account (acc-no, balance, branch-name)
(i) depositor (acc-nn, cust-no)
(iii) customer (cust-no, name, city)
(iv) loan (loan-no, ami, branch-name)
(v) borrower (cust-no, loan-no)
Solve the following queries using SQL.
(i) Find all customer-no and loan-no who have a loan
“Perryridge’ branch.
(ii) Find all customer who have an acconnt but no loan af the

(iii) Find branch-name and average account balance where
account balance is greater than 1000.

borrower, loan where borrower.loan-number = loan.loan-number and b
name = “Perryridge”

(i) Select customer-name from depositor exce

t select cust
name from borrower: p

) (iii) Select avg (balance) branch-name from account where ba
= 1000 group by branch-name;

RELATIONAL ALGEBRA AND RELATI
_ ONAL CALCULUS,
RELATIONAL ALGEBRA OPERATIONS LIKE SELECT, '

PROJECT, JOIN, DIVISION
RELATIONAL CALCULUS i.e., TUBLE ORI rs At S ont

ORIENTED RELATIONAL CA
Q.-:l. What do you undersiang by
Describe the relational algebra,

. (RGP, Dec. 2
Ans. Relational algebraisa collection of operations to manipulate relati

LCULUS AND ITS OPERATIONS

la

Unit-1I 85

The relational algebra is a procedural query language. It consists ul'n.scl
' rions that take one or two relations as input and produce a new relation
Lot cult. It specifies the operations to be performed on existing relations
“'.]jw::.\'t_rcsﬁh relations — Furthermore, it defines the complete scheme for
e 1: of the result relations.
£ The relational algebra operations are usually divided into two groups. One

D i.1nc1udcs set operations from mathematical set theory; these are ap?'licablc
pecause each relation is defined to be a set of'tuplc& Set operations include
on, intersection, set difference and cartesian prodlucl. The other group
;-onsir:ls of pperations dcvt:ic_pcd specifically for relational databases; these
include select, project and join, among _nthrs. ‘

This concept of relational algebra is given ‘[ny Codd in 19',-‘0._0nc of the
major feature of relational algebra is that it results into a relation, which then can
further be used as operand, by next higher query. So, we can have nested
queries into 8 single query to solve the cnmp}ic:uc_d pruhlcrrEsA It can have
intermediate relations but output is always one relation, there is nolplacc for
intermediate relations in the relational database, There ure many operations used.

The simplified definitions of these operators are as follows —

(i) RestrictSelect—1tretums a relation containing all tuples from a
specified relation that satisfy a specified condi!in.n.. o

(ii) Project—Itrelumsa relation containing all tuples that remain in
fler specified attributes have been rcmovccli.

(iii) Producr— It returns a relation containing all poss ible lupl_cs that
are o combination of two tuples, one from cach of two specified relations. :

(iv) Union — 1t retumns a relation co ntaining all wples that appear in
either or both of two specified relations, .

(v) Intersect—Ilreturns a relation contay
in both of two specified relations.

(vi) Difference—Itrelumsa relation containingall

ning all tuples thatappear

tuples that appear

~ in the first and not the second of two specified relations.

TUPLE ORIENTED AND DOMAI!

| retums a relation containing all tuples l'mn? o
the term relational algebra? Etpf“' the binary relation matched with all tuples int
Or

01t

-

{vii) Join - ltreturns a relation containing all po?siblc tupl_cs 1.ha: :r:
2 combination of two tuples, one from cach of two §pec_tﬁcd n.-l.mnn:;‘m;n
that the two tuples contributing to any given cgmbmnmn have a ©
value for the common attributes of the two r{:l:-llmns. _ —"
(viii) Divide — It 1akes two unary relations one bnpaﬁ relation an
ne unary relation that appear n
he other unary relation.

Q427 Explain the select operation of relational ul‘grlrm.
subset of the tuples from a
ficate). It means that select

Any. The select operation is used 10 select o
relation that satisfy a selection condition (or pre¢

Scanned with CamScanner



r.Sem,
86 Database Managament System (BE. V-Se )

Iy 1l tunl Unit - Il 67
. as a filter that keeps only _““? Uples Uhay

operation €an bcdgancud;'hrt:d“mh‘l eed for this operation is l““"'“‘“w 04 pefine the cartestan product operation of relational algebra and
T tion The 8 ) 1) A

a qualifying t‘::‘t: denote sclection. Prodicate appears as a subscriy %) ‘ i example. (R.CGEV, June 2009)

A | ] 1
lﬂlc;:lf“:n‘ celect those tuples of the loan relation where the brag™ gps, The cartesian product operation is denoted by a cross (#) eymbaol,
ex o W0 ¢ : . - ) _
e 1o as - f ymbine information from nny two relations. We write cartesian
“T'cl"l'_\'l'ldgt ., W can wT i ﬂmt‘l] “ 1110“5“’ o ct

O panch name = “Temmidae gct of 1wo relations R, and By ns B Ry, The cartesian praduct of any

L tors we can use for comparison in the selection, o relations R (of degree m) nnq. R, (of degree n) y.iclth arelation R~ R, ljlf

. >, >. We can also combine several predicates inyq a |y degree m + - This product relation has all the attributes that are present in
e ""‘; :;“fsmc co-nncdi\ﬂ and (~) and or (v), and not ( ~). For ' elations R, and Ry and the tuples in R, R, are also possible combinations of
predica g 4

llq

1o find those tuples pertaining 10 loans of more than $1200 mag, by tples from R, and Ry.

Perryridge branch, we write ' So, if cardinality of R, is x and cardinality of R, is y, then the cardmality
O pranch mame = "Pemynidge” A amount > 1200 (loan). of R R, is Xy.

So, by sbove discussion, we can say that select operation hag follgy For example, et we want 1o find the names of all customers who have a

properties loanatthe permyridge bf-anch. We need the i‘nformation in both the Joan relation
Notation : ¢, (R) ' . and the bormwe; relation to do so..dwf ;;:::owcr i
r :t:::s R But the abo:::[:.;ym:;c::::; :nly when cartesian-product results first,
Output : ﬁ ::s 5;26 I:Lt:zi:: ;s R, but only those rows qf follo::‘d c:fl:,si‘amnc;::;:;j %::::0; given as —
(.43. Define the project operation of relational algebra. ]::::22: Il};us r;ws from two tables

Ans. 1f we think of 2 relation as a table, the project operation “ Input  : Two relations !1, and R, .
certain columns from the table and discards the other columns, The Output : For each row in R, and each row in R,, output a row
form of the project aperation is Ly R,R,: the output relations has the attribute of R, and the
1L, vibene ti > (R)- attributes of R,. It is a binary operation.
where 1 (pi) is the uppercase Greek letter to denote the project operationr ~ 0-45-

lain the use of union operator with example.
<attribute list> is 2 list of attributes from the attributes of relation R. The

91‘ the project operation has only the attributes specified in <attribute list>r o
in the same order as they appear in the list. Hence, its degree is cquald  Define the union in context of SQL. (R-GRY,, Dec. 2006, 2017)
number of atributes in <atribute list>-,

Ans. The union operator is the usual set union of two relations R and S,
For example, suppose we want to list all loan numbers and the amount¢/t Which are union-compatible. Two relations are called union compatible, if
loans, the query 10 list a1l numbers and the amount of the loan can be writient they satisfy following two conditions —

n (i) The relation R and relation S must be of same arity. That is,
- loan,_ pumber, amonry (1020). they must have the same number of attributes.
Y ebove explanation, project operati i _ (i)) The domains of the i attribute of R and the i attribute of S
Nk - m,®) Ject operation can be given as

must be the same, for all i.
Purpose : Pick the listed columns to

output Here, R and S are temporary relations that are the result of relational-
Input  : Arelation g ' algebra expressions,
Output

: A relation that ha : For example, consider a query lo find the names of all bank customers
s onl i ple, query . 5
y those columns listed in L.y 0 have either an nccount or a loan or both. Since, customer relation does
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hat is union compatibility ? Why do the union, intersection

: mnlete information 1.¢., information about account or |y .48. 1 . .
not have complete infe n, crations require that the relations on which they are

e : F custamer 1.6, € oy ', CliS P . we op
the information of customer 1.e. customer_name, customer_yqp, d!ﬂ"fwf”’ it
has only the inf b \nion compatible 2 (RGEV., Nov./Dec. 2007, Dec. 2013)

customer_Cify. . npj"”“f are ) ¢
So. we alsa nead relation borrower and deposiror, that have i“fow Ans. qeveral set theoretic opcratlor‘l.ﬁ are used to merge the elements of
ahout laaw:_mumber, account_mimber and customer_name. o sets in various ways, including union, intersection, and set difference.
Quen for finding names of all customers who have loan in the ban}, These are binary operations; that is, each is applied to two sets. When these
e - :I opcrnliﬂﬂs arc adapted to relational databases, the two relations on which any
I comer_name (DOTTOWeT) of the above three operations are applied must have the same type of tuples.
Similarly, query to find name of all customers who have account ing This condition is called union car.ﬂpurfbﬂiry._ Two rclati_ons _R (A, Ayreey
bank can be given as - A)and S (B, By, ... By) are s7aid to be union c_ompauble if they have the
1 comes_name (depositor) same degree n, and if dom (A,) = dom (B)) for I <i<n. It means that the two

| relations have the same number of attributes and that each pair of corresponding

Now, for finding the required result i.c., the customer name why !
attributes have the same domain.

either an account or 2 loan at the bank, we have to union above two que

Union operauon is denoted by symbol w. The three operations union, intersection, and set difference can be defined
Expression needed is given as — | on two union compatible relations R and S as follows —
1 omer_pame (BOTOWEr) UTT 0 (depositor) (i) Union — The result of this operation, denoted by RUS, is a

0.46. Define set intersection operation of relational algebra, relation that includes all tuples that are cither in R or in S or in both R and S.

i S et opessiion retiimus aexslition et ; Duplicate tuples are eliminated.
appear in both of two specified relations Sct-interscc(l);lm?mg oo (i) Intersection — The result of this operation, denoted by RS, is
by symbol *A". ' peration 1s dcnc:l arelation that includes all tuples that are in both R and S.
(iii) Set Difference — The result of this operation, denoted by R-S,

For example, if we wish to fi l
ind all customers who have both a IU““"l is a relation that includes all tuples that are in R butnot in S.
|

an account. Using set-intersection, we can write
customer_pame (deposimr) Qf‘s_"__-E—»xph"’ the rename operation b_}' ;akfng suuag:’?n;'pk’w&
Qy.Deﬁne!heserlJ:ﬂ' i e o e
erence operation of relational algebra. flm'. The rename operation is used to give the name to the results of
. (R.GP.V,, Dec. 208 Telational algebra expressions. It is denoted by the lowercase Greek letter tho
Ans. The set differenc ion i 1 e : ! |
Wiy foperaunn is denoted by “—". It allows us 10 fia (P)- Given a relational algebra expression E, the expression
produces a relatior? :;n';::;l_lun but are not in another. The expression & —-J il rename operatio
operator is a binary op:raul,“ g those tuples in R but not in S. The set differe® ¢Ums the result of expression E under the name x.

\ : Arelation R by itselfis a relational algebra expression. The s

For example, w
» we can find af : 4 analso be i ation under a new
but 0ot & loun by il I customers of the bank who have an acc0 e used to rename a relation R to get the same rel

nmm_mm nJO!TDWE]') NTT

n . &
customer_vame (d€positor) - 1] Thus, another form of the rename operation is as follows. Assume that a

So, by above discussion we h:zm‘m" (Ratsuteds);  Telational algebra expression E has arity n. Then, the expression
Nowtion :R_g o P (Al Ags i A (B) .
Purpose : To produce Wurns the result of expression E under the name X, and with the renamed

gkt ing 5';818 relation removing the com™ ®ibutes A\ A, | A
ny . - n .
ERands, For example, we consider a query “find the largest account balance in the

Input .
- Iwo ﬂ.‘lﬂli.(]ns 3 bank™ 1 . i
Output  : Relation th Rand S with identical schema nk™, For this purpose, we first compute a temporary relation consisting of

At has same schema as R and S.
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those halances that are not the largest, and then to take the set dify

o rrelation i 51, What do you mean by query language ? Explain following
henween the relation nw“u:munnnnd thete mp;;ra.r'_\ nl:lmnnjustcmnpr:; q;m by taking suitable examples.
o obiain the result. To compute the temporary e ation, we need to comy, ?‘v Select (i) Project (iii) Cartesian product (iv) Rename (v) Union
the values of all account balances. We can do this by computing the can, (

Formi i &, Also explain super key and candidate key. (R.GPV., Dec. 2012)

product account * account and foming 2 S S s uery Language — Refer to Q.25.
any two halances appearing in one tuple. First, we need to devise a mc:cha.l Ans. Q s AP
10 distingursh hetween two balance attnbutes. We shall use the renam;: {l)' Se e'cl' - ¥ 4.3
reference 1o the account relation, thus, we can reference the relation y, | (ii) Pm;ecr. — Refer to Q43.
without ambiguity. The temporary relation that consists of the balances ; (iii) Cartesian Product — Refer 1o Q.44.
are not the largest, can now be written as — i (iv) Rename — Re fer to Q.49.

T, oo batsmce ( Taccount halance < d batance (3€COUNt X pd (aceqyy (v) Union - Refer to Q.45.

This expression gives those balances in the account relation for “'hid] Super Key . Rf?ﬁ:f l?fQ. 12 (1111;: .
larper halance appears, somewhere in the account relation (renamed ag Candidate Key — Refer to Q.12 (9.
The result contains all balances excepl the largest one. | 0.52. Explain the assignment operation of relational algebra.
The query to find the largest account balance in the bank can be wriy Ans. The assignment operation is denoted by « sign. It works like
2s follows - assignment in a programming language. The evaluation of an assignment does
1 gjunce (2CCOUNL) — 1l oust balance | notresultin any relation being displayed to the user. The result of the expression
' tothe right of the < is assigned to the relation variable on the left of the «.
So. by above discussion we can say that, for a rename operation | This relation variable may be used in subsequent expressions.
Noution :p (R)or P(A1A2-AR) (R) With the assignment operation, a query can be wrillen as a sequential
Purpose  : Rename a relation and/or this columns program consisting of a series of assignment followed by an expression whose

(0 s conent batance < d balance (3€COUNL X pd (account)))

Input :Relation R \'n'lyc is displayed as the result of query. For relational algebra queries,
Output  : Relation S, with t ’ o | 2SSignment must be made to a temporary relation variable. Assignments to
racs a'ltribull.cs uples of R under same or diffe permanent relations constitute a database modification.
0.50 dai . . ’ For example, if bank manager wants to know the customer_name who
used a.nd. Ew a:" the basic relational algebra operations with the symb have account, then the relational expression would be —
example for each. (R.GPV.,, June ZNII result < T1 . omer name (depositor)
5 ) Or 1 11“3 degree and cardinality of the resultant relation will depend on the
Discuss the different relational algebra operations. | PR O RIS,
Ans. In the list of fund (R.GPV., Nov. 20! Q.53. Define the natural join operation of relational algebra and give

o the undamental operations, select, project and rename¥, a1 example,
£l Opcmr::n:)s perations because they operate on one relation. The ©
: 'ons union, set difference and cartesian product operate on?
pair of relations and are, h i P ’ |
: ¢, therefore, called binary operations.
m The Select Operatipy — Refer 10 Q.42
('i). The Project Operatipy — Refer 1o Q.43
(i) The Union Operatin - Refer 10 Q.45 |

(iv) The Ser Difference 0

7 'Peration - Refe 47
(v) The Cartesian Prodye Operatio s

vi) The Rename Operation -

(R.GPV., June 2008)
Or
Define the natural join in context of SQL. (R.GRV,, Dec. 2017)

mcc:l_m. The natumljt_)in isa bim\r?r operation lhnl’allow.\‘_ us to combine ccr?.a?n

| i)‘mb::;ns and a cartesian nruduct inlo one operation. l! is denoted by the join

ey ta. The natural join operation I'orm§ a cortesian pr_uduct of its two

Y b[::‘:“ls. performs a selection forcing equality on those attributes that appear
relation schemas, and finally removes duplicate attributes.

n - Refer 1o Q.44. of INM"'“‘jﬂin is not as difficult as it looks. For example, “to find the names
Refer 10 Q.49 Al customers who have a loan at the bank and find the amount of the loan.”
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S i gy ey ol ing expression - The general form o_!'JOIN operation on two rclulronsIR(Al. Ay sy AY)

We can express th ¥ o (boTTOWET 8¢ loan) and (B Do s By is =

n:mmi ;::;::;;::ru;rd Joar have the attribute loan_p, R Bdjoin operation>S

- :mma]“_:in operation considers only pairs of tples [y, L The resultof the JOIN is a relation Q with n + m attributes Q(A, A, ...,
/ :‘ncmnmf'ﬂ-‘b;"_“: ,::;:;w. 1t combines each such pair ol tples intg 5 ; B,, B3, ..oy By) in that order; Q has onc tuple for each combination of
ﬁw‘ﬂ:j:::nli:\:“ﬂ £ the two schemas i.e., customer_name, branch, ny i I: a;l;f from R and one from S — whenever the combination satisfies the
. :;E:: .:ﬂnn e 1rrrn;ll'lf- After performing the projection, the resultan; ’:!& join condition. This is the main difference between CARTESIAN PRODUCT
( can contains customer_name, loan_number and amount. " gnd JOIN —in JOIN, only combinations of tuples satisfying the join operation

Now. the natural join can be formally defined as follows — Ifr (R % appearin the result, whereas in the CARTESIAN PRODUCT all combinations
o) a_;r m"n relations, then the natural join of r and s, denoted by res j oftuples arc included in the result. The join condition is specified on attributes

relation on schema RUS defined as follows - from the two relations R and S and is evaluated for each combination of
res= Apus(Opa, = SAATA; =5 A AL tuples. Each tuple combination for which the join condition evaluates to true is
ALAp =S A, rxs) included in the resulting relation Q as a single combined tuple.

where RAS = (A Ay e A ) | Ageneral join condition is of the form

Q54 Explain JOIN. Differentiate between join and cartesian prosy ~ <condition>AND<condition>AND....AND<condition>

Give various join ypes and condition. (R.GEV., June 20 where each condition is of the form A, 0 Bj, A; is an attribute of R, B; is an

Or ' attribute of S, A; and B; have the same domain, and O(theta) is one of the

Explain various nipes of join with example. Also, differentiate bete comparison operators (=, <, <, >, 2, #}. A JOIN operation with such a general

naterel join and equi join. (RGREV., Dec. 2% join condition is called a THETA JOIN. Tuples whose join attributes are null
or I do not appear in the result.

i joil }mm' it ] 4 i . . .l . s
Discucs join operation and s pes with example. (R. GV, Dec. 2t The most common JOIN involves join conditions with equality

A The JOIN Operation, denoted by bg, is “5"‘! o combine rel# comparisons only. Such a JOIN, where the only comparison operator used
tuples from two relations into single tuples. To illusirate join, suppose thil = is called an EQUIOIN. Where only comparison operator used is not

ant t eV .

e g;_:‘”":‘ﬂ: ::“,c of ﬂ;? manager of each department. To 8‘]": equaltois called an NON-EQUIJOIN. Note that in the result of an EQUIJOIN
Ie wiiee SEN v 0 combine cach dl:panmcnl.luplc with the empl! ihore b one or more pairs of attributes that have identical values in every

tuple whose SSN value maiches the MGRSSN value in the department W7 I . ;
This is done by usj . . . g o U of DEPT_MGR because of the equality join condition specified on

onc by using the join operation, and projecting the result ovef these two attrit 4 . Pl

necessary attributes as follows — | Wo attributes. Because one of each pair of attributes with identical
P, I:alues 's superfluous, a new operation called NATURAL JOIN, denoted by
~MGRe-DEPARTMENT bdy sy . ssy EMPLOYEE . | was created to get id of the second (superfluous) atiribute in an EQUUOIN
RESULT « ”D.\’AME, INAME, poane (DEPT _MGR) ‘condition, The NATURAL JOIN requires that the two join attributes have the

2ty ] $ame name in both relations. If this is not the case, a renaming operation is
The first operation is showp mn fig. 2,15, applied firs),

DEFT_MGu| pvamy

. 0Q.55. Discuss the selection, projection and join eperator of relational
Jelgebra with a suitable example, (R.GEV, Dec. 2011)

o
Ans. Selection Operator — Refer to Q.42,

extesdillL
Projection Operator - Refer to Q.43.

'

215 Hlustrating the JoINn Operation Join Operator - Refer 1o Q.54.

DNUMBER [ Mty |‘ "ea fl-,'\-lbll. f,\"“ FJ INAME

n Nussss [aa, Jl'rnnll'ml‘ T I Wong
_m fap I.ftna]kr J s J Wallace

L ...IJ,MJ [ ]nnu

Fig.
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64 Datebas
Q.56 Explain theta join with an example. Bl
> 3 [ s | su |ssame|starus| crry
5 i ioin operators 2 Why il
What are the various bipes of inmer join oper r<ml Y thetq ;| S, | Swih | 20 | Lovden
ired ? (R.GRY, June 2006, Dl‘c. Jll S Jones 10 Paris
requi . B i 1 \ S Blake 30 Paris
Ans. The theta join operation 1s an extension to the natural-join Opery, si Clark 20 | London
This operation is intendad o join twa relations together on the basis qf s lasi] % |Amess
15 O0f a > b

companson operator othe? than equality. Let relations A and B satisfy,

requirements for canesian product t.;..hl;m)' haw:;g;t?b\ulne ":"I“"‘ ;‘ Comy p | e [exasm|coror| weiant| ary
hute X and let ve an attribute Y, and let X, J
Let A have an atinbute <o Then the Dok ot velat Y, ¢ Py | Nu Red 120 | London
satisfv the requirements for restriction. Then. the J::ﬂﬂ relation A on gy Py | Bot | Green 17.0 Paris
; on attribute Y is defined to be the result of evalyag; Py | Serew | Blue 17.0 Rome
X with relanon B ling Py | Screw | Red 140 | London
expression. Pg | Cam Blue 12.0 Paris
(ATIMESB)WHEREX 0Y Ps Cog Red 19.0 London

In other words, it is 2 relation with the same heading as the cang
product of A and B, and with 2 body consisting of the set of all tuples .
that t appears in that cartesian product and the condition “X 0 Y™ evalua
true for that wple L '

Fig. 2.17 The Suppliers and Parts Database
Similarly, if 0 is “<", the O-join is called the less than join. For example,

| to compute the less than join of relations S on city with P on city as shown in
176 1s*>7, the B-join is called the greater than join. For example, sup fig. 2.17, the relational expression is as follows —
we wish 1o compute the greater-than join of relation S on city with P onciy

. o : g ((S RENAME CITY AS SCITY ) TIMES
shown in ﬁE 2.17 then the relational EXpression 1s as follows — ( PRENAME CITY AS PCITY })
(( S RENAME CITY AS SCITY) TIMES WHERE SCITY <PCITY
(P RENAME CITY AS PCITY)) The result of this expression is shown in fig. 2.18.
WHERE SCITY > PCITY _ 5% | SNAME|STATUS| SCITY | P# | PNAME|COLOR | WEIGHT | PCITY
The result of this expression as shown in fig. 2.16. St | smim | 20 |rLondon| Pz | Boit | Green 17.0 Paris
;: :m:u; 20 | London g,; Serew | Blue 17.0 Rome
, mie 20 | Lond c BI 120 Pari
5" |SMMEISTATUS| scmy | e [pnxame|coLor | weiGnT | RO 2 | dones | 10 Pack | B | serew | o 170 | Rome
Iy | Sy | make 10 Paris | P S B 17.0 R
53 ::: :: Pars | Py | Nut Red 120 [Le¥ ] Sy |k |20 Paris Pi serew | Blue 17.0 Beme
52 | Jomea | 30 | ™ | T¢ | Soew | Red 14.0 l:::. :s Adams | 30 |London| P2 | Bolt | Green 17.0 Paris
Sy | miake | 30 | P® | Pe | Co2 | Rea 190 |t S | Adams | 30 |rondon| T3 | Screw | Blue 170 | Rome
5y Blake W :::_: :l S:ru' Red 12.0 :'ﬁ s Adams 3 London | Pg Cam Blue 12.0 Paris
B Blak 4 ow Red 14.0 i =
- 20 | Peri | P | cCop Red 19.0 |1 Fig. 2.18 Less-than Join of Suppliers and Parts on Cities
Fig. 2.16 Greater- : i Q,-_!.LE.\'pMu the use of division relational eperator with example.
e ater-than Join of Suppliers and Parts on Cities f " e Do 20 3050
15" ="the 0-join i i o S r
that the result of JR Srald an equijoins. It follows from the def | Explain division operation of relational algebra. How division operator

an equijoin must include 1w, tri - pem i can b
0 with the propt™ i LAl be e n i o 2 , >
the values of those two attributes are ¢ attributes with P Presented using traditional set opcmtrlrls ? (R.GEY, Dec. 2009)

: ual in every tuple in the relation-") cof

of those 1 ] j . — - . -
e \:.o attributes js Projected away and the other renamed approP™ | Define the division operation of relational algebra and give an example
the result is the natural join

; | each. (R.GRV., June 2008, 2009)
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4ns. The division aperation 1s useful In.r a special Kind of Yuerig, ” 2 19'shows WO relations employee and ft_works.
include the phrase “for all”. It is denoted by +. ¥ ; .
- it d oyre_name sireet city |employee_name|branch_name|salary
It takes Two unany relanons and one pmnr_x relation §n retums 5 e e Toon | liellywood Coyote Mesa 1500
contamning all tuples from on¢ unary relation that appear in the binar}- rch\ R .;tll Tunnel r-rrnnjl:]t- Rabbit Mesa 1300
= = narv relation. X Revolver] Death Valley Gales Redmand 2300
matched with all tuples in the other unary fﬁ:ﬁm Sentile William Rearcaa | 1508
For example. suppase we wish to find all customers who have ap

) 2 ia. 2.19 The employee and ft_works Relations
at all the branches located 1n Brooklyn. We can obtain all the branches ;‘%] Fig. 2.19 The employ fi atio

i Brookhvn by the expression — If we want to generate a single relation with all the information about

full_time employee. The approach is to use the natural join operation as follows —

R, = Tt pame (Gyeanch cny = “Brooklyn™ (branch)) employee b4 ft_works

Now, the second step is to find all (customer_name, branch_name) The result of this operation is shown in fig. 2.20.
for which the customers BV RN FECORDE M R branch b}' writing = ﬁ employee_name streel city branch_name salary
R.=I St branch (depositor 11 accou Coyote Toon Hollywood Mesa 1500
- - S g nt) Rabbit Tunnel Carrotville Mesa 1300
Now, 2t last step we need to find customers who appear in R, with g William Seaview | Seatle Redmond 1500

branch name in R, The operation that provides exactly those customerss{ g _
: : Fig. 2.20 The Result mploy -works
dnade operation. We formulate the query by writing — ‘& . of vwplapee va frwen
Here, we have lost the street and city information about smith, since the
branch name (Oprancy o Pl describing smith is absent from the ft_works relation.

Similarly, the branch_name and salary information about Gates have been

The result of this expression is a relation that has the SChT lost, since the tuple describing Gates is absent from the employee relation.

nm_m branch, peme (depositor 1 account) + T1
pe——

(customer_name) and that contains the tuple Jay. This loss of information can be avoided using outer join operation. There
0.58. Explain sel A ey 3 mth{cg forms of outer join operation — left outer join, right outer join, and full
Ep ect, project, join and division with example. outer join. All three forms of outer join compute the join, and add extra tuples

(RGP, June N 101 A
Ans. Refer 10 Q.42, Q 43, Q.53 and Q.57. e result of the join.

.59, L . . 3 (i) Left Outer Join - It is denoted by 1q symbol. It takes all tuples
0.59. List the operations of relational algebra and the purpose of 8 inthe lefi relation that did not match with any tuple in the right relation, pads

(R.GPV.,, Dec. ) the tuples with null values for all other attributes from the right relation, and

Evplals itk » Or . 2dds them to the result of the natural join.
algebre. Explai ous traditional or fundamental operators of reld! Fie. 22 ' B wonks
in division g SN : ‘J 1. 2.21 shows the result of the expression employee D4 ft_works.
operators. operation and rewrite this operator using tradi” "
Ans. Refer 10 Q.42 (R.GPV, June ’ tmployee_name street city branch_name | salary
and .57, 42, Q43, Q44, Q.45, Q.46, Q.47, Q.49, Q52,0 Coyote Toon | Hollywood Mesa 1500
:l‘nbhh Tunnel Carrotville Mesn :m
60, Di Illam Seavi Seattle Redmond k
f/w Tf:'“""-‘! the outet join operation of extended relational alge? ki Revolver | Death Valley il i
Ans. The outer join operation | 4 : L=
with missing information. Sq.::::(.:::r::::i?s.on of the join Tp‘.:rnls!t}:'i‘ Fig. 2.21 Result of employee 33 St_works
ere are two relation

followi .
W ke (ii) Right Outer Join — 1t is denoted by p_symbol. 1t pads tuples

o right relation that did not match from the left relation with null values
adds them 1o the result of the natural join.

25 containing data on ful
employee (emloyee name
fi_works (employee name

I-time employees - from the
strect, city)
branch_name, salary)
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597 shows the

Fi result of the expression employee pg g -
o - iy O el e =0
emploves_name street city branch_name ) Siﬂnn iy
Mesa
e Toon Hollywood , 15
g:;;d: Tunnel Carrotyille Mesa 1303
Willism Seaview Scartle Redmond Yoe
Gt Null Null Redmond s

Fig. 2.22 Result of employee L fi_works
(iii) Full Outer Join — The full outer join is denoted by

Unit-1 99

ry expression> is any legal relational-algebra query expression.

where <au¢ me is represented by v.

Thc "icw na
0.63. What is a vie
employees in

w ? Create a view of EMP table named DEPT 20, to -
department 20 and their annual salary.

he
-+ (R.GPV., Dec. 2010)
Ans. View — Refer to Q.62.
The given view is created as follows —

create view DEPT 20 as

. annual_sala

performs functions of both left and right outer joins. This means El):itsiiu sfcl::iéﬂ?)loyee, e

wples from the left relation that did not match any from the right relay ] v.:'herc employee_dept = 20

well &s twples from the right relation that did not match any from lh? e 2

relation, and adds them to the result of the join, 0.64. What is the difference between view and table ?

Fig. 2.23 shows the result of expression employee ¢ ft_works,

employee_pame street city branch_name salary
Covote Toon Hollywood Mesa 1500
Rabbit Tunnel Carrotville Mesa 1300
William Scaview Seattle Redmond 1500
Smith Revolver | Death Valley Null Null
Gatns Null Null Redmond 5300

Fig. 2.23 Result of employee L ft_works
Q.61. Explain natural
and theta join with examples.
Or
its relevance and its various ypes.
(R.GPV,, Dec.

Explain the join operator,

i Or
Discuss the various type of join

2
Ans. Refer 10 Q:53, Q.60 and Q.56 G

.62, in view i
p Explain vigw iy relational algebra,

Define views, Or

Ans. Any relayg
10 2 user as 2 virtual

(R.GPY,, Dec. 2
0 that jg not

: relation, jg ;
number of views 0N top of ;—,15 CQHL‘d aview. It is possible to supporl a
- Y given se . =
We define a viey i BIven set of actual relations.
we must give i 11
view. Ti .BHL e VIew 2 nam, and

CW. Lhie form of the crpqye View g o P
C T TR statemeny s

Cnpy

query that compu!®®
= WY =

SEI0
31 C

Jjoin, outer join, full outer join, left outer f
(R.GPV., Dec. 2

Z:’J
operations, Why are these joirt reqiil M‘ where we must write a sequence of operations to specify a retrieval request.
(R.GPV,, June 200 among the operations is always explicitly specified in ar

part of the logical model, but is made V¥ the relational calculus and vice versa, In other words, the expressive

el : A
SINg the create view statement. To define @ W

(R.GPV,, June 2016)

JAns. View is a virtual table based on the result set of an SQL statement. A
view contains rows and columns just like a real 1able. The fields in a view are
fields from one or more real tables in the database. In views, rows are not
explicitly stored in the database but are computed as needed from a view
definition. A table is a two dimensional view of the database where you store
your data. It is a set of related pieces of information stored in rows and
columns. The difference between a view and a table is that views are definitions
built on top of other tables (or views), and do not hold data themselves. If data
is changing in the underlying table, the same change is reflected in the view.

0.65. Describe the relational calculus. (R.GP.V., June 2005, Dec. 2016)
Ains. Relational calculus is a formal query language where we write one
declarative expression to specify a retrieval request and hence there is no
description of how to evaluate a query; a calculus expression specifies what is
to be retrieved rather than how to retrieve it. Therefore, the relational calculus is
considered to be a nonpracedural language. This differs from relational algebra,

Hence, it is considered as a procedural way of stating a query. It is possible to
rest algebra operations to form a single expression. However, a certain order
elational algebra
eXpression. This order also influences the strategy for evaluating the query.

Any retrieval that can be specified in the algebra can also be spaaified jn
power of
the twg languages is identical. ) y

The fact is, the algebra and the calculus are logically equivalent. For
every algebraic expression there is an equivalent calculus one, ff)r every calculus
Expression there is an equivalent algebraic onc. There 1s a one-to-one
Comespondence between the two. Thus, the difference between them is really
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100 Dafamse ; y
_ the calculus 18 arguably closer to natural Ia"gu ‘

i le
rust a difference of sty : i
Jus algebra is like a programming Janguag G
: Rh Jational calculus 18 hased on a branch © B
elation. c < 18

Ca)

. - icate calculus as the bac; H

: idea of using predica 1¢ basig g,

predicate calceu‘l::s :::inal od by Kuhns. The concept o_f arelational Calcuﬁ

query Iangmficd prediEatf specifically tailored to relational databageg -

;Lc“ip:f:d by Codd. A language explicitly based on that calculyg ¢ \
irst proposed D) iy

an
4z sublanguage ALPHA was presented by Codd. ALPHA was o)

implemented, but 2 language called QUEL was implemented and hag bﬂ:‘
competitor to SQL.
(.66. Differentiate between relational calculus and relational alg,
(R.GP.V,, Dec,
Ans. Refer 1o Q.65.
0.67. What do you mean by the tuple relational calculus ? What arg
operations ?
Or
Write short note on tuple calculus. (R.GFPV.,, June 20
Or
Explain with respect to tuple calculus —
(i) tuple variable (ii) range relation (iii) atom formula (iv) express
() 3 (Existential quantifier) and + (universal quantifier). “1
(R.GP.V,, Nov./Dec. 200
: mi’;:: 1:1’"} relational crflculu§ isa noPprocedural query language
obtaining lh:m ::}::nlnfomu?n hoa gwing a'speciﬁc pmcedlfn:ﬂl
varigbles. Each 1y lcal:-ml“ 1],: G ot . nqnlbef: ta
relation, neaing -.h?n lh:ar‘na_ e usually ranges over a particular al 4
from that relation, vinsble may take as its value any individus

A i ;
query ia the tple relational caleulys is expressed as

{t] COND (1))

wheretisa tuple variab}
. i
The result of such a qucr;nids 310::3(1) e

example, to find the emp),
. Oyee w
expression is as fnl[c::i _}““hosc

nditional expression in"‘-‘l:m!
of all tuples 1 that satisfy CON l-
salary isabove § 50,000, the tuple &

(tlemployee (1) and 1.salary > 50000}

‘ 5
cmpli: F‘) specifies that the range relation of tuple ‘m:n'
Yee twple | thay satisfies the condition 159

~ Thecondition employ
15 employee. Fach
is retrieved.

—

Unit-1l 101

If we want to select only some of the attributes — say the first and last
ames, then the query is written as follows —
n ]

(t.fname, t.Iname | employee (1) and t.salary > 50000}

Informally, the following information is specified in a tuple calculus
c;pn:ssion -
(i) For each tuple variable t, the range relation R of t. This value is
spcciﬁed by a condition of the form R(t).

(ii) A condition to select particular combinations of tuples. As tuple
variables range over their respective range relations, the condition is evaluated
for every possible combination of tuples to identify the selected combinations
for which the condition evaluates to true.

(iii) A set of attributes to be retrieved i.e., the requested attributes.
The values of these attributes are retrieved for each selected combination of
tuples.

Expressions and Formulas in Tuple Relational Calculus — A general
expression of the tuple relational calculus is of the form

{t.A 1 . Agy ceeey 1AL | COND (8}, b, coees Lo s tpsasens thim)}
where t), Ly, ....., L, Laepr - Lyem @r€ tuple variables, each A, is an attribute

of the relation on which t, ranges, and COND is a condition or formula of the

tuple relational calculus. A formula consists of predicate calculus atoms, which
¢an be one of the following —

(i) Anatom of the form R(t,), where R is a relation name and t; is a
tuple variable, This atom identifies the range of the tuple variable t, as the
telation whose name is R.

(@) An atom of the form t.A op 1.B, where op is one of the
fomparison operators in the set { =, >, >, <, <, #}, t, and tj are tuple

“’fﬁbles‘ A is an attribute of the relation on which t; ranges, and B is an
Attribute of the relation on which {; ranges..

- (iii)Aln atom of the form t;.A op ¢ or ¢ op t;.B, where op is one
- T°mp=}r:sons operators in the set { =, Z 2,<, S » #}, 4 and L
i p e'vanables, A is an attribute of the relation cn.whu:h t;, ranges, B

" attribute of the relation on which tj ranges and ¢ is a constant value.

E_"Ch_ of the atoms evaluates to cither true or false for a specific
b:nnlngn of tuples. This called the fruth value of an atom. For atoms
‘Pcm‘fid lrr lht_: tuple variable i:s assigned a tu‘plc‘thfsl is a member of the

clation R, the atom is true; otherwise it is false. For atoms of

tom
of |

| ——_
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s and 3, i the tupk varishles are

assigned 10 tuples such |
fisd attridutes of the wples satisfy the condiy;

'I.h.l %
On' N

npe 2
values of the spect

the atam s trut
A formule of condition

through the lopical operatars
follows -

(i) Everystom1sd formula

(@ ITF, and , ae formulas, then 50 are (F, and Fy), (F, ory
not (F,) and mas (F;) The truth valoes of these four formulas are deri,.
from their mm:;:: formulas F, and F, as follows — ‘i

(a) (F, and F,) s e if both F, and F, are true, otherwise ik

consists of one of more atoms conn

end, or, and mot, is defined recursive),
v

(b) (F, or F,) 1s false ifboth F, and F, are false; otherwise i
() mot (F, ) is wroe i F, is false, it is false if F, is true. |
(d) mot (F,) 1s e i F, is false, it is false if F, is true,

The Existential (3) and Universal () Quantifiers — Two specis

symbol called quantifiers can appear in formulas; these are the univers
guantifier (v) and the existential quantifier (3). I

A wple vanable 115 bownd if it is quantified. It means that it appears ing
3 or (w1) clanse: otherwise, 1t is free. Formally, a tuple variable canb
cefined n 2 formule 25 fres or bound according to the following rules -

(1) An occurrence of 2 tuple vanable in a formula F that is an alo?
sfrccn ¥ 4

- (1) An occurrence of & uple variable t is free or bound in 2 formu
up logical connzctives — (F, and F,), (F, or F,), not (F,), and not [F.'l
- Gzpending on whether 1t 1s free or bound in F, or F,. {

(1) All free occurrences of a tuple variable tin F are bound in fonTlUl'l

F of the {o ¥ = ™
O e form F' = (30 (F) or F* = (wt)F. The tuple variable is bound 1°
quantifier specified in F.

Now, ¢ s
e rules for the definition of a formula are as follows —
e ‘(: {l;} 15 & formule, the so is (3t) (F), where 1 is tuple i
#) (F) 15 true if the formula F evaluates to true for at least 07

ssipgmed . o
EIeC 10 free occurrences of ¢ in F; otherwise (31) (F) is false-

variable- WI

(i) I F i ariab]

The fmn‘-:‘i.'. :” “[d formula, then s is (w1) (F), where 1 is @ wple ¥* o
2 (vl - e . * sy

Bssigrcd ) (F)is true if the formula F evaluates to true for ever

o free oce " " . I
¢ beeurrences of tin F; otherwise (1) (F) is fulse-

Unit-11 102

The (3) quantifier is called an existential quantifier because a formula (31)
(F) is true if there exists some tuple that makes F true. For the universal
quanufier, (w1) (F) is true it every possible wiple that can be assigned to free
occurrences of Lin I is substituted for t, and F is true for every such
substitution. Itis called the universal (or for all) quantifier because every tuple
inthe universe of tuples must make F true to make the quantified formula true.

0.68. What do you mean by domain relational calculus ? Explain its
,,mﬁms in brief.

Ans. Another type of relational calculus is called the domain relational
calculus or simply domain calculus. The key difference between tuple calculus
and domain calculus is that the range variables of the tuple calculus range
over relations, while the range variables of the domain calculus range over
domains.

An expression in the domain relational calculus is of the form
{<xp, X5

where X, Xy «reeees X, ATC domain variables that range over domains (of
attributes) and P is a condition or formula composed of atoms. An atom in the
domain relational calculus can be one of the following forms —

(i) <XjXp e X, > €T, where r is a relation on n attributes and
%ps Xguey X, are domain variables or domain constants.

........ X, > | P (X Xy

(i) x 0y, where x and y arc domain variables and 0 is comparison
operator in the set { =, >, 2, <, <, #).

(iii) x 0 ¢, where x is a domain variable 0 is comparison operator in
the set {=, >, >, <, <, #} and c is a constant in the domain of the attribute for
which x is a domain variable.

As in tuple calculus, atoms evaluate to either true or false for a specific
st of values, called the truth values of the atoms. In case 1, if the domain
varizbles are assigned values corresponding to a tuple of the specified relation
r, tien the atom is true. In cases 2 and 3, if the domain variables are assigned
values that satisfy the condition, then (he atom is true.

We can build up formulae from atoms by using the following rules —

(i) Anatom is a formula.
(ii) If P, is a formula, then so are — Py and (P)).
(i) If P, and P, are formulae, then so are Pyvly, PAP,, and Py => Py
(iv) 1P is a formula in x, where x is a domain variable, then
3n (P, (x) and wx (P} (X))

e also formulac
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0.69. Differentiate beoween the tuple and dﬂmf:‘rkfaafg:‘f;:sbm 1
%4 - l
Differentiate between tuple oriented and d'omai;rk.aar;;;;g% :‘i";‘:,
a |

Ho does tuple-oriented relational calculus differ from domain-oriep,

Ars. Refer 10 Q.68.

NUMERICAL PROBLEMS

Prob.14. Specify the following query in relational algebra —
Supplier (sid, smame, address)
Pert (pid, pname, color)
Catalog (sid, pid, cost)
(i) Find the name of suppliers who supply some red or green po.
fii) Find the sids of suppliers who supply every part.
(iif) Find the sids of suppliers who supply red and green part.
(R.GPV. Dec. 201l
SoL (i) ({(Part WHERE COLOR = COLOR (‘Red' v 'Green'))
JOIN Caulog) {sid) JOIN Supplier) {sname}
() ((Supplier {sid) DIVIDEBY Part {pid) PER
Catalog {sid. pid)) JOIN Supplier) {sid}

) ﬁ:,h (((Pan WHERE COLOR = COLOR (‘Red' A 'Green)) 108
Catalog) (sid) JOIN Supplier) (sid)

caleulux

Prob.15. Consider the following relational database —
Employee (EMP_Name, Street, City)

Works (EMP Name, Company_Name, Salary)

Company (C ompany Name, City)

Manages (EMP_Name,

For each of the Jollowing

algebra. Tuple relational calc

ff) l'.'f’nd the names of 4 employees who work for Satyan
(il) Find the names and cities of residence wha wark for Satya®

(tii) Find the names of all ¢ i
mployees w ' s
the company for which they work, S e

Manager Name)

queries, give an expression in the relatio
tluy -

né

~g

Unit-II 105

(iv) Find the names of all employees who do not work for Satyam.
(v) Find the names of all emplayees who live in the same city and
o the same street as do their managers.

(R.GPV.,, June 2010)

Sol. (i) nEM?_N:mc(“Company_Nm = 'Salyam'(womn

(i) TTEMP_Name, City (Employee = ncyy
(GCompmy__N:lm-‘Snyam' (Company))
(iii) TTEMP_Name (O Employee.City=Company.City (Employee o
(Works 0« Company))
(%) Menp_Name(Works) = Teatp Name(OCompany Name=+Satyam (WOrks))
v) l1Emplo}ce.Eh.l'!'_wlme(ol:n:plo)ee StreetiManaogers. Street
~ Employge,Cily-Mmag,cn,Cny( Employee X pypanapers(Street. City)
{nSl.r(rl. Cily(UEmplnytc.EMP_Nnmc=Manngcrs.Mlnlgﬂ_ch
(Employee xManagers)))))
Prob.16. Consider the relations -
PROJECT(proj#, proj_name)
EMPLOYEE(emp#, emp_name)
ASSIGNED(proj, empt)
Use relational algebra to express the following queries —

(i) Find the employee number of employees who work on at least
all of the projects that employee 107 works on.

(ii) Get the employee number of employees who work on all projects.

(R.GP.V.,, Dec. 2010)
Sol (i) templ <= G « 107 (ASSIGNED)
temp2 < Meypy, proje (EMPLOYEE 22 ASSIGNED)
Resull e= 1,y (templ L temp2)

(i) [ (EMPLOYEE pa ASSIGNED)
Prob.17. Let R(A, B) and S(A, C) be two relations. Give relational
“Igebra expressions Jor the following domain calculus expressions —
(i) {<ax|df<a,b>erab=17)]
(i) {<a,b,c>|<a,b>€ern<ac> &)
(i) {<a>| B(Ff<a, b>er)a<a,c> €s)})

(R.GPV, Dec. 2008, 2010)
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Sal (1) The relational algebra expression corresponds to given domy;

calculas cxprossion s as follows -
T,(6 - 13(r)

(i) The relanonal algebra expression corresponds to given domay,
calculus cxpression 15 as follows —

T, b {Opr =aslf * )
(1) The relational algebra expression corresponds to given domaj
calculus expression is as follows —

I, (r » s)
Prob.18. Consider the following tables —

Employee (Emp_no, Name, Emp_city)

Company (Emp_no, Company_name, Salary)

(i) Write ¢ SQL query to display employee name and compam
name.

(ii)  Write a SQL query to display employee name, employee cify,
company name and salary of all the employees whose salary > 10000.

(iii) Write o query to display all the employees working in “XYZ"

- company. )
(R.GPYV,, Dec. 2017)
Sol The SQL queries are as follows —

(i) Select Ename, C.Company_name from Employee E inner join
Company C ON EEmp_no = C.Emp_no.

(ii) Select E.name, EEmp city, C.Company_name, C.Salary fro®
Employee E inner join Company C ON E. Emp_no = C. Emp_no where
C.salary > 10000,

(iii) Select * from Employee where Emp_no. IN (sclect Emp_n°
from Company where Company_name = “XYZ")

Prob.19. Consider the following relational schema —
Employee (empno, name, office, age)
Boohks (isbn, title, authors, publisher)
Loan (empnao, isbn, date)
Write the following queries in relational algebra.
(i) Find the names of employees who have borrowed a book
published by MeGraw-Hill.
(i) Find the names of employees who have barrowed all books
published by McGraw-Hill.
(iii) Find the names of employees who have borrowed more ! hat
five different books published by MeGraw-11ill.
w.Gev, Dec. 2017

u

Unit-11 107 '
Sol. (i) Select E.name from Employee E inner join Loan LON E empno

=Lempno inner join Book B ON L.isbn = B.isbn where B.publisher = “McGraw
Hill AND count (B.isbn) == 1.

(i) Select !"..mme from Employee E inner join Loan L ON E.empno
- Lempno inner join Book B ON L.isbn = B.isbn where B.publisher =
spMcGraw-Hill"™.

(iii) Select E.name from Employee E inner join Loan L. ON E.cmpno
= Lempno inner join Book B ON L.isbn = B.isbn where B.publisher =
weGraw-Hill" AND count (B.isbn) > 5.

Prob.20. Consider the Sfollowing relations —
Person (name, street, city)
Owns (name, reg_no, model, y?ar)
Accident (data, reg_no)
Answer the following using tuple relational calculus —
(i) Find the names of persons who are notinvolved in any accident
(i) Find the names and street of persons who own a maruti car.
(ili) Find the registration numbers of the cars manufactured in the
year 2004.
(R.GP.V,, June 2009)
Sol. (i) The query is as follows —
{t| 3se owns (1[name] = s[name]) A3
= flreg_no]))
(i) The query is as follows —

{t|3se owns 3 r € person (s[name] =
'marnuii’ A 1{name] = r{name] At[street] = r[street))}

 accident (1[reg_no]

r[name]) A s[model] =

(iii) The query is expressed as follows -
{t| 3se owns (t[reg_no] = s[reg_no] A s[model] = 2004)}
Prob.21, Consider the relation schema- Find out the relational algebra
*fthe following queries —
Employee (employee name, streeh city)s
Work (employee mame, company_name: salary)
Company {company name, city)s

Manages (employee name, manage r_name) .
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(i) Find the names and cities of residence of employees workiy
[}

|
r TCS. . i
” (ii) Find the names, street and cities of residence of '"'P"'JGJ

working for infosys and earning more than 20,000. |
(iii) Find the name of employees warking in the same city whey

they live. -
(iv) Find the mame of employees who are not working for Wipgg

(v) Find the total and average salary paid by each company,
(RGEV, May 201

Ans. (i) Mg yame, cmy (FCOMPANY_NAME = “TCS™ (works_for*employes)

(ii) Mg pamE. STREET, OTY (TCOMPANY_NAME = “Infosys™ A SALARY > 20y
(works_for*employee))
(iii) Mg.nane, crry (employee® works-for * company)

(iv) Mg nyaue (employee) — Meyame (TcompaANY_NAME = “wirky
(works-for))

(v) Company-Name Gyax (SALARY), AVG (SALARY) (Works-for)

(ol

\

h =
DATABASE DESIGN — INTRODUCTION TO NORMALIZATION,
" NORMAL FORMS, FUNCTIONAL DEPENDENCY

\
'
-

0.1. What is normalization ? Justify the need for normalization with
m.ﬁ’ (R.GPV., Dec. 2015)

Or
What do you mean by normalization ? (R.GPV., Dec. 2016)
Or

Write short note on normalization, (R.GPV,, Nov. 2018)

Ans. Normalization is a process of converting a relation into a standard
form. The normalization process or just normalization is built around the concept
of normal forms. A relation is said to be in a particular form if it satisfies a
cenain set of conditions. For example, let we have a relation suppliers with
ettributes name, address, item, price.

suppliers (name, address, item, price)

Now, the problems that we can face due to this relation are —

(i) Redundancy — The address of supplier is repeated once for
tach item supplied. So this causes repetition of same information many times.

(ii) Potential Inconsistency (Update Anomalies) — As we have
redundancy in our relation i.c., same information is repeated many times. It is
possible lha! when we are updating some information, some get updated while
Others remain fixed, which will result inconsistency.

Asin above example, if we update the address of a supplier in one tuple,

:.“"i‘ leaving it fixed in another. Thus, we would not have a unique address
o each supplier,

(iii) Insertion Anomalies — We cannot insert a tuple in a relation, if
c does not have value for any of the attribute in relation.

,Fm example, we cannot record an address for a supplier, if that supplier
ilem : nj currently supply at least one item. We might put null values in the
item " brice components of a tuple for that supplier but then, when enter an

Of that supplier, we will remember to delete the tuple with the nulls.

that g pl

y —-—
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(iv) Deletion Anomalies - Onl dc!;lingdsc;nu il;[fnrmalion. we fy | glees O dis ‘Lr::fl:ﬁ; ;\ r.lfuabasc i L
. information too. For examplc, if we delete all items suppliag | aiuded 1 ala =4 ) ‘
:\o::wsuﬁﬁrm. we unintentionally lose track of its address. PPl h:;ﬁmplf — First “9"'"1“_!: 2‘:::1 ‘:g;‘;;;‘;lz ;."; 23::;:‘:5": r’“““,"“ of the
So. due to the all of the above problems we normalize a relation, Ing) jon and ':1“55 not rcsolv P nt information or any
example, if we replace suppliers by two relation schemas gromalics: . ' ) .
SA (name, address) Let uS (ake an example of an organization, where we have information
SIP (name, item, price) ou :n-.piuycf")d- employee_name, phone_no and their salary.
Then in SA. for each supplier we have an address separately withoy|, Table 3.1 Non-domain Form
redundancy. At the same lime, we can_enter address for a supplier evenjj, =
currently supplies no items. . [l ﬂ’P“’J""—"“ employee_name phone_no salary
0.2, Show the different levels of normalization with the help of diagra 101 Priya 432049 10,000
Ans. The first three (INF, 2NF, 3NF) were defined by Codd. Fig ) 102 Ashish 420420 15,000
shows, all normalized relations are in INF; some INF relations are also; 323232
INF, and some 2NF relations are also in 3NF. Codd’s original definitien 103 Kaushlendra 583119 12,000
3NF turned out to suffer from certain inadequacics, A stronger definition 104 Piyush 500698 20,000
! o o i
Fil] focme ArE SRS o i Tuchiont) SREORA Here, we see thal an employee can have morc than one phone number.

among the attributes of a relation. Fagin defined a fourth
ation. normal form (4}
and a fifth norma! form (SNF) based on the concepts of mullival:cd dip‘:

dencies and join dependencies respectively.
(n For

INF (Normalized)

INF Relations

INF Relations

BONYF Relatlons
ANF Relatinm
SNF Relations

S, each tuple of above ta
For converting it into |
each repeating field value,
(i) Insert the repealing field value in that fi
iii) Duplicate the values of all other atir

tple and put them in the new tuple.
In our example, we have phone_no field o
repeating value. So, we have to create new tuples on

This can be done as follows —

ble does not have on
NF we use the following steps =

create a new tuple.

eld of the new tuple.
ibutes of the original

Table 3.2 Normalized-form

ly one value for cach attribute.

f Ashish and Piyush have
ly for these two employees.

 ¢mployee_id | employee_name | phone_no urary:]
—_——— ] Ilg.l’ Ask o0 Lo
Fig. 3.1 Lev : = Ashish 420420 15,000
A Wiei i a :I.nﬂ‘: of Normalization :gi Ashish 323232 15,000
Ll
cxphple. How do we ackieve gy ) ¢ Explein itk she help 4/ 4 104 Kaushlendra | 583119 12,000
An e F? 104 Piyush 500698 20,000
s. A relation is in INF if and onl ; Piyush 434596 20,000

relation, every 1y, if, the
, ple has exactl y il for every legal value of

y one val .
Orm: for each auribute,

A relation is said to be
> be in
domain of each attribute Oflh:.: rflr:liiol:?mul form (INF) if the values it

clemen : 5 are : : .
o ts ‘:—‘f domain are considered 1o be alomic. (A domain is atomic |
y one value is associated with each Indivisible units.) In other WO

. iy
aliribute and the valye is not 2 sct“' -

Pr
“b:rms or anomalies 1o be faced in INF are as follows =
Who doeg ) INSERT - We cannot insert the information about an employee,
not have any phone_no.

i) DELE
'mpluyec(l\igDLLhTE — If we delete the sole
» We delete not only the phone_no of employee but also lose other

llo
N, such as salary and employee_id.

first tuple for a

particular
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For example, if we delete 0 mpk.nf cmplpycc P;’:}ﬂ whose ey
disconnected, then we alen lose :jlhcr mfo‘m\atmn of Priya such o “'*ll
(Insent and delete are two ades of same r‘mn\: 1

fiii) UPDATE - In this form of n-lm_mp, we .hmt 5‘.‘“3 ¢ inform|
mam times 17 we want o update ome mtormaton, for this firy -
to searchall the tuples contamimg that mfarmation and then update all gy, ._

i t‘\llm‘"'lt. Vf saiany of PI'“hh .sﬂ i[\cren1cntc\1 ht 25'“00 and Wey |
to update this mfarmanan 10 our relation. for lhrs firstof all we have (o
all the tuples having employee_name “Piyush™ and then update the salyy )
25,000 of each tuple. But if we forget updation of any of uple named p..
then it will result inconsistency. To avoid this, we go for 2NF,

04 AVhar is second normal form (2NF) ? Explain it with the hely
en example. How i it achieved and what are its advantages over INF)

Ams. A relanon 110 second normal form (2NF), if it is in INF and if{

nonprime attributes are fully funcuonally dependent on the primary key.

A database schema 1s in 2NF if every relation included in the databag
in INF. The stzps that involved in transforming the relation from INF to 2%

are as follows -

(1) 1denufy the set of antributes that makes up the primary key,
(1) Creatz all subsets of the sbove set obtained in step 1.

(u) Designate each of these subsets at the primary key of a relatz  felation P with primary key P# and attributes
eys.

o

that contains those atributss which are dependent on these primary k

Example - For example, we take a relation of marketin
ample, g depa
named sale with the attributes as shown in table 3.3.

Table 33 Relation Sale

S#| Status | Cary Pt Pname Color Oy |
g: : 3 ::am Pl Bulb Pink 300
< I ans P2 Tubes Yellow 100
g EU Lmdlul on| P3 Fan Green 500
ol X taly P4 Cooler Black 200
~ llt:(}y Pl Bulb Pink 450
S| 10 |rung |53 | bame | e | 400
2 Tubes Yellow _23_@___

Th :
c cs.lplamuan of the altribytes of table 3.3 is as follows —
(i) S¢- Supplier number
(ii) States - 1 :
CITY determines status
(iii) City — Name of city in whi
(iv) Pi ~ Product number
(v) Prame - Name of the prodycy
(vi) Color — Color of the Producy, .

ch supplier lives,

(vil) Qty = Denotes quan
1him|nliur1 jsalready in

Unit -1l 113
tity of a product sold by a particular supplier.

INE and faces .nll l‘hc :
anomalics that !N]- relation s m{m
faces 1.6 insertion, deletion

and updation. Aller INF, for | [ Ciy |
simplicily we draw the _;ﬁ

functional dependency | I E&m

diagram (FD diagram) of

Fig. 3.2 FD for Relation Sale

his denotes staryg of supplier with constraint ¥

relation, as shown in fig. 3.2 .
To convert this relation sale in 2NF, the steps are as follows -

(i) Auributes that make primary key are S# and P# i.c., {S#P#}.

(ii) Subsets of above sct are (},
(S#), (PH}, {S#, Pit}.

(i) We designate these subsets as
the primary key of the relation with attributes
that are dependent on these primary key.

S#

w

Pname

S#
P#

Fig. 3.3 FD Diagram in 2NF

So, we have one relation S with primary
key S# and attributes Status and City. Another

i

Prame and Color. Another relation SP with
primary key S# and P# with attribute Qty.
In second normal form, above relation can be given in fig. 3.3.
These relations can be given in following way —

Table 3.4 Sample Values for Relation S, P and SP
(2) Relation S (b) Relation P (¢) Relation SP
Status

1 Sy P# | Frame| Color S# | P#| Qo
0 | Paris

2 P1{Bulb |Pink Si|p1| 300

33 hglmon P2 [Tubes |Yellow st |p2] 100

40 lnd?(a P3|Fan |Green s2|p3| 500

10| Paris P4 |Cooler|Black S3|p4 2(._’!0

P5|Lamp |White S3|P1| 430

S4 | ps| 400

S5|Pp2] 250

The advantage of 2NF is that, the problems that we were facing in INF

“lved in 2NF. These are solved as follows - o

(i) Insers — We can insert the information that supplicr S‘h\ es in

e, eventhough S1 does not currently supply any part, by simply inserting
Pfiate wple into relation S.

tity Parig

.
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' ’ - the connection S1 and P2 by defer fig. 3.4 w
p _ We can delete the connection = eling, or cxsmple frot B 34 wecan 5™ =
ﬁ‘:\{:‘:{": SP, \t\ilhm: losing |h‘j‘ mf?mmlmn -l locatey n -J:;::n relation S - m =
mpk fT:\::I:I;,.fnrmnrmn we h.’l\'f il'l rnlannn b' . b : B) Sk‘ =5 Clt}'
Paris. as this Update - The city for a given supplier is written once, jig, i
(mf simes as shown in relation S. The primary key of this relajgy, Cliy=0 SIS “
ri‘.tw;:dor:lsamc of S, there is only one value of eity, which was Fepealy B - BN
T o < el i
< - one value : - , SH
any times in INF. . : . : This shows transitive dependency, which g _‘-m
" So. if we want to update the city of a particular supplier, updation have to remove other relationship P and SP re
'-:é only once. Eventhough, 2NF faces some anomalies for remoyy af ™ -
requir e .

which we go for 3NF. These anomalies are as follows —

(i) Insert -~ We cannot insert the fact lhgt a.panicular city has,
particular stats €.g., We cannot state that a s:uppllt:l‘ in Ttaly must haye,
status 30, until we have some supplier located in that city.

(ii) Delete - If we delete the sole S tuple for a particular city, w
delets not only the information for the supplier concerned, but also 1
information that city has that particular status.

For example, if we delete second tuple from relation S. We lose i
infarmation that city London has status 20. At the same time, information thy
supplier 82 is concerned with city London.

(iii) Update — Status of a city in relation S appears repeatedly.

For example, in relation S status of city Paris appears repeatedly. o

updating the status of city Paris, first we have to find all the tuples that ha
city Pans then we have 1o update them.

1f we miss any tuple, it will result inconsistency.

Q.5. What is normalization ? Explain second normal form m‘mu;:
kelp of an example. (R.GPYV., Dec. 2

Ans. Refer 10 Q.1 and Q.4.

Q.6. Define the term third normal form. I

/D (R.GPV., June 2010, Dec. 2011, Jun¢ Zrﬂ
Ans. Arelationis in third normal form (3NF) if and only ifitis in 2;1: ;. B}
cvery non-key attribute is non-transitively dependent on the primary ¥
the transitive functional dependency, we mean that —
If, x (primary key) — yandy — z then x — z.

S0. 2 is ransitively dependent on x. And according to definitio
as such dependency should be there, that is relation.

o of

i)
ooy i w b
Q.7. What is INF ? Explain with the help of an example: H°

achieved and what are its advantuges over 2NF ?

Ans. Third Normal Form (3NF) - Refer 1o Q.6.
Example - Let us consider the fig. 3.4,

&es not show any such type of dependency. ¥ig. 3.4 FD Diagram in 3NF

So following the step (i), we determine the non-key attribute that
determines the some other non-key attribute. City that is a non-key attribute
determines status which is a non-key autribute i.c., for any two equal values of
city, status definitely have equal values,

The relation can be given in the following way.

Table 3.5 Relations in ANF

(1) Relation SC (b) Relation CS (c) Relation SP (d) Relation P

54 | City City |Status |[ S#] P#] Quy | [P#] Prname | Color
S1 | Paris Pans 10 SUIPL[300] | Pl | Bulb Pink
S2|London || London| 20 || s1|{P2|100( |P2|Tubes |Yellow
§3 | laly Italy 30 S2 | P3|500| | P3| Fan Green
& India India 40 S3|P4(200( | P4 | Cooler | Black
S5 | Paris | S3|P1|450| [PS | Lamp | White
S4 | P5 1400
S5| P2 | 250
2“":Th'i: advantage is that we can solve the problems that we were facing in
N We can sol

ve them as follows —

e fl'.l_ INSERT - In relation CS, we can insert a tuple indicating that a
eular city hag o particular status,

0, we can say that supplier in Italy must have status 30.

e (ii) DELETE - On deleting any tuple from relation SC, we do not

: Ormation about the status of city in which that supplier lives.
w‘:]: xample, if we delete second tuple from relation SC, then we also

A city London has status 20.

¢ (i) UPDATYE: - Similarly to insertion and deletion, updationisalso casy.
i:c I'\'Il_nl 10 change the status of any city then we have to just update one
’Om lion CS, For example, if we wish to change the status of London
0 we have 10 just update the second tuple in relation CS. Even
not fully solved. For this, we go for further normalization.

tple
from

Problem g

P -
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Note - Itis never possible to solve allthe problems or finish the redun, daeg
completely. 1
Q.8. Write the different steps involved in transforming the re "‘"l'onfﬂ,‘
INFro 3NF
Ans. Steps involved in transforming the relation from 2NF to 3Nf
(1) Determine the non-key attributes that determine some &
non-key atmbutes.
(1) Make separate relation taking first one as primary key.
Or

(1) In other words, we can say that we try to find attribules gy
show transiive dependency between them. This we can search from FD diagran

(m) Try 1o avoud this transitivity by using steps given above,

by

Q.9. Explain Boyce-Codd normal form with example and also compan

BCNF end 3INF. (R.GRV,, Dec. 20
Or

does it differ from INF ? Explain briefly,
(R.GP.¥, Nov. 201
Ans. Boyce-codd normal form (BCNF) was proposed as a simpler fom
of 3NF, but it was found to be stricter than 3NF, because every relation e
BONF is also in INF. However, a relation in 3NF is not necessarily in BCNF
The BCNF can be defined as follows —

}'[mc BCNF. How

Arelation is in BCNF, if and only if every nontrivial, left irreducible 0
has a candidate key as its determinant.
Or
Arclation R is said to be in BCNF, if whenever X — A holds in R and Af
net in X, then X is a candidate key for R.
In other words, the only arrows in the FD diagram are arrows out 8

:andidalc keys, and there are no others, meaning there are no arrows that ¢
be eliminated by the normalization procedure,

Faample — Relations Sale and S which are not in 3NF, are not in BCV
Wwhile the relations SP, SC, and CS which are in 3NF, are also in BCNF. Becd|
in relation Salc, we have four determinants {S#), {P#), {CITY}, (5% e
of these only {S#, P#) is a candidate key. S0 Sale is not in BCNF.

_ Similarly, in relation S we have 2 determinants {S#}, (CITY), and €
1S nota candidate key, So S js also not in BCNF.

L I
W!nig relation §I', SC and CS are cach in BCNF, because in each case’
Sale candidate key s the only determinant in the relation.

Mostly, relations that are in 3NF are also in BONF. Infrequently:

a ¥
relation is not in BONF and this happens only if -

r

hay

Unit - 11t
(i The candidate keys in the relation are composite keys,
(i) There is more than one candidate keys in the relation, and
(i) The keys are not disjoint, that is, some allributes in the keys are
on.
Now, W

117

¢ take another example that is in BCNF.
Table 3.6 Relation Player

["Name | Language Hobby
Nitin Hindi Football
Nitin English Swimming
Nitin Hindi Swimming
Nitin English Football
Jitin French Jogging
Jitin Spanish Jogping

Here, we ore supposing name as a unique key. Here, a player can know

more than one languages and may have more than one hobbies too. So, each
of e atinbutes is a primary key. So it is in BCNF. But this also suffers from

wme anomalies, such as, if we want to add one more hobby of Jitin that is
saging. Then we can do in following manner-

Table 3.7 Table 3.8
[E"! Language | Hobby Name | Language | Hobby
Niin | Hindi “ootball Nitin | Hindi | Football
Nitn | English | Football Nitin | English | Football
Niia | Hindi | Swimming| | Nitin | Hindi | Swimming
Nitin | English | Swimmin £ Nitin | English | Swimming
h.g” French Jogging Jitin French Jogging
fiin | Spanish Jopging Jitin | Spanish | Jogging
w Jitin | French Singing
) Jitin | Spanish | Singing

d:;:‘ this would mean that Jitin has hobby singing in French language but

Gtgi not know singing in Spanish language. So, adding a tuple with hobby

n i
“f'd language Spanish, would result
AF faces some anomalies —

() INSERT - 1f we want 1o add a single tuple then several others
*10 be adg,

ed as given above,

nl (W) DELETE Similar to insertion, if we delete a single tuple,
F‘ 5 tuples also have 1o be deleted.

Eh::: :lﬂmplel if we want to delete (Nitin, Hindi, Football) then (Nitin,
*'00tball) alsn has 1o be deleted.
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Q.10. What is INF, 2NF, 3NF and BCNF (Boyce-Codd Normgqy

(R.GPV.
Ans. Refer o Q.3, Q4, Q.6 and Q9.

Q.11. Differentiate between 3NF and BCNF with examples,

Ans. Refer to Q.7 and Q9.

Q.12. What do you mean by normalization ? Explain BCNF and jy,
(R.GPV, Dec, 2

with suitable example.
Ans. Normalization — Refer to Q.1.
BCNF - Refer 10 Q.9.
3INF - Refer 10 Q.7.

Q.13<Show that if relational schema is in BCNF it is in 3NF but
(R.GPV.,, June 200

Ans. Fig. 3.5 shows lots relation schema. Fig. 3.5 (a) conltains fx
functional dependencies, FD1 through FD4. Suppose that, there are lots fre
only two counties — Dekalb and Fulton. Suppose also that lot sizes fors
Dekalb county are 5, .6, .7, .8, .9 and 1,0 acres, whereas lot sizes in fuls
county are 1.1, 1.2, 1.9 and 2.0 acres. In this situation, we will have®
additional functional dependency FDS : arca —» county_name. If we add®
10 other dependencics, the relation LOTS 1A still is in 3NF because county_r=|
is 2 prime attribute. The area of a lot that determines the county ““'_"
represented by 16 twples in a separate relation R(area, county_name), $%

reverse is nol true.

Forw, L::rl:t D a|COUNTY_NAME[ LOT # | AREA |
s Dee, 2”_,’ ’ l 1
ol

RGPV, Dec, y,

Y

Unit - In
LOTS 1B
[ArEA Trrice]

FD4
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" |

) Decomposing LOTS]! into the 3NF relations LOTS1A and LOTSIB

LOTS 1 NF
LOTS1 LOTSZ 1INF
e TN

LOTSIA Lot 1B  LOTS23NF
(d) Summary of Normalization of LOTS
Fig. 3.5 Normalization to 2NF and 3INF

dere are only 16 possible area values. This representation reduces the
dmdancy of repeating the same information in the LOTSIA tuples.

In this example, FDS violates BCNF in LOTSIA because area is not a
rpeey of LOTS1A.FDS satisfies 3NF in LOTSIA because county_name is a
pme atiribute, bul this condition does not exist in the definition of BCNF. We
mdecompose LOTS1 A into two BCNF relations LOTS1AX and LOTSIAY us
fonnin fig. 3.6, This decomposition loses the functional dependency FD2
ks its autributes no longer coexist in the same relation.

Inpractice, most relation schemas that are in 3NF are also in BCNF. Only
n."AhmdS ina relation schema R with X not being a superkey and A being
1ime attribute will R be in 3NF but not in BCNF. The relation schema R
Soxnin fig. 3,6 (b) shows the general case of such a relation.

[ rRorERTY 10 ¢ [COUNTY NAME] LOT ¥ | AREA | PRICE| TAX_RATE]

FDI 1_ 1
mal | } {

ml_

|
el

FD4 ‘__1

(a) The LOTS Relation Schema and its Functional Dfpeﬂdcnriﬂ FD!

Through FD4

oS LOTS 2 i
'I'I-IUH.RI\ _n ']t'ﬁl'NTY_NM"-iun 'IARI".AII’RICS_I [(‘()U!\’IY_NAMF TAX_RY
DI { 1 ! D3
FD? ' l |

¥4 L_'

(b) Decomposing into the 2NF Relations LOTSI and LOTS?

Fig 3.7 shows a relation TEACH with the following dependencies —
fDI; {[STUDENT, COURSE) —» INSTRUCTOR
fD2: INSTRUCTOR — COURSE

LOTS1 A

{_PROPERTY 1nw [ countv_name | o
Fo1 _ 1
mal |

FDJT

o-r:]allﬂj
i
[

|

L BONF Normalization
1
A LOTSIAY

[anea] tore | [[ares | COUNTY _NAME | -

fa) BCNF Normalization with the Dependency of FD2 being
Lost in the Decomposition

’
!-[EEE_Q'__EJI

P~
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R
A B C
ol
Fo2b |

(b) A Relation R in 3NF but nor in BCNF

Fig. 3.6 Boyce-codd Normal Form

In this figure {STUDENT, COURSE]} is a candidate ke

Unit- 11 121

. R isin 4NF if and only if, whenever there exists subsets A

s Aﬂ!lu?“lcs of R such that the noftrivial multivalued dependency
ool e ﬂ_mbu then all attributes of R also functionally dependent on A.
’.Bisﬂ‘”ﬁed' Or

s in4NF if itisin BCNF and it has no multivalued dependency.
petion 5 tion of fig. 3.8 (a) is not in 4ANF because in the nontrivial MVDs
EB_U;:\E‘AME and ENAME —— DNAME., ENAME is not a superkey of

WE+2 T

e decompose EMP into EMP-PROJECTS and EMP-DEPENDENTS as
v Y fOr this repy,. [fog fedeompose = : DEPE S are
and the dependencies follow the pattern in fig. 3.6 (b). Hence, this :rs {chl }izi:ﬁi-'- 18 (b). Now, bath EMP-PROJECTS and ElEMé‘hI‘)PE[T::g-I;)EENT‘i nr:.i
45 3NF i 0ot 1n SOME . Clation " " e the MVDs ENAME ——> PNAME in -~ CTS an
i f\ﬂ&,._. DNAME in EMP-DEPENDENTS are trivial MVDs. ‘ _
STUDENT COURSE INSTRUCTOR i fiery 4NF schema is in BONF. To see this fact, if a schema R. 1S not in
Narayan Database Mark ~fen there is a nontrivial functional dependency a — B holding on R,
s DAIRBate Navathe ” isnot o super key. Since @ —» P implics @ — P, R cannot be in 4NF,
::::: _?K:::;lug System ;:::T:::un .:u EMP-PROJECTS EMP-DEPENDENTS
Wallace Database Mark E ! DNAME INAME | PNAME ENAME | DNAME
Wallace Operating Systems Ah:mnd F e 1 l I[%‘ - ! : _!
Wong Database Omiccinski ) X Joha Smith X Smith John
Zelaya Database Navathe wh Y Anna Smith Y Smith Anna
Fig. 3.7 A Relation TEACH that is in 3NF but not in BCNF WX Anna
Q.14. Explain 3NF and BCNE Give an example when a relation isit :; P ;d‘ s :_:,':; Two () Decomposing EMP into
3NF but not in BCNF. O ot N WiNE <+ s P Two Relations in ANF
Ans. 3NF - Refer to Q.6. NENAME —— DNAME
BCNF - Refer to Q.9, Fig. 3.8
Example - Refer to Q.13. ﬂ-f?’-_ Explain functional dependency. (R.GPRV., Nov./Dec. 2007)
Q.15 How 2NF is better than INF ? Is BCNF better than 3NF ? G";F Defne th y i
example of a relation that is in 3NF but not in BCNF.(R.GPV., Dec. 201 e term functional dependency. (R.GPV,, June 2010, Dec. 2011)
Ans. Advantages of 2NF over INF - Refer to Q.4. & l.n:;:;mﬁﬂml dependency, (or FD) denoted by X - Y, between two scts
Is BCNF better than 3NF - It is observed that any schema that 5“:;# R o Subsets o R specifies a constaint on the s
BCNF also satisfies 3NF. It is because each of its functional de;?cndcnc:lﬁnd:‘ itk G of r olf R. The constraint is that, for any Mul‘)a lump s ;ucs o?mc
satisfy one of the two altlematives — (i) @ —» [ is a trivial i‘unctlopﬂ_l 'del"‘nsw ""%'inr&:[ﬂi“e must have LYl =Yl It mm “Le ;{v:om e
and (ii) @ is a superkey for R. Therefore, BCNF is a more restrictive ¢ ot e ot OF 2re determined by, it e
than is 3NF ety Nthevahues ofx component of a tuple uniquely (or functionally) determine
M S$# — Status Xh\?rhv component. In other words, there is a functional DEREERCY
by, Y is functionally dependent on X. The set of attributes X is called

Example — Refer to Q.13,
Qﬂ:. Define and explain 4NF with an example.
Or
Prove that a relation which is in 4NF must be in BCNF.
(R.GPV, June 2008, Dec.

Thg 3 o= OFthe FD, and Y is called the right-hand side.

W, X t-llﬂﬂiam:l!._\,r determines Y in a relation schema R if and only if,

: mhci‘:};ufl;:s of f(R) agree on their X-value, they must necessarily
0" “Value,
2008, 2

y .
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d that — . i

It Sho!.lllj :“E’:zz}cﬁsmim on R states l!mt t'il’c_n: cannot be mg, :
0] value in any relation i.c., X is a candidate key of b
subset of attributes Y of R. Ry

this does not say whether or noy y S X,
b

- . 4 Sy x-
tuple with a gven 2 '
implies that X = Y far?a_n)
i) X=Ym R,
EMP_DEPT

o] s [soxre |mn;zrssl DNUMBER IDN“M%
i

!

(a) The EMP_DEPT Relation _Schema

EMP_PROJ
= [rsusmen [ nours | exame | PNamE IPLOCM’E
01 [ ] B
w2 | 4
o l * f

(b) The EMP_Relation Schema

Fig. 3.9 Two Relation Schemas and their Functional Depmdcncks;q
Surface Update Anomalies

For example, in the relation schema EMP-PROJ in fig. 3.9, the follow
functional dependencies should hold —
(i) SSN— ENAME
(i) PNUMBER — (PNAME, PLOCATION)
(iii) {SSN,PNUMBER) — HOURS

; Unit - 11l - 123
" Describe about trivial ana;;an-rrfvial dependencies,
piplin (rivial dependency. (R.GPV,, Nov./Dec. 200 7)

pite @ brief note on trivial and non-trivigl dependencies,
(R.GPY., Dec. 2015)
gome functional dependencies are said to be trivial because they are
, all relations.
sllﬁt;ﬁ ::am ple, A— A is satisfied by all relations involving attribute A. By
e definition of functio_na_l dependency, we see that, for all types t, and t
hat ,[A] = 1,[A], it is the case that t,[A] = 1,[A].
similarly, AB = A is satisfied by all relations involving attribute A,
jn fact, an FD is trivial if and only if the right-hand side is a subset of the
Jefi-hand side.
Non-trivial dependencies are one which is not trivial. That shows the real
relations between the attributes of the relation schema.

In general, the functional dependency of the form @ — B is nontrivial il
adonlyif g a.
For example, consider the relation -
Product (P#, Pname, Color, Weight).
In this relation, we have following dependencies —
P# — Pname
P# —» Color.
These are non-trivial in nature, as they are not showing dependencies

qch

These functional dependencies specify that (i) the value of an emplog
social security number (SSN) uniquely determines the employee
(ENAME), (ii) the value ofa project’s number (PNUMBER) uniquely dete
that project name (PNAME) and location (PLOCATION) and (jii) a com
of SSN and PNUMBER values uniquely determines the number of ho
employee works on the project per week (HOURS). Alternatively, W

that ENAME is functionally determined by SSN, or “given a value of SSN

know the value of ENAME™, and so on.

Q. 18, "’hﬂf do You mean by HOPMG’I‘:G"‘O" kg I"u!‘l‘?ﬂ!t Bc""r
suitable example. How BCNF is better than INF ? Justify your answe’
explain functional dependency. (R.GPY, Junt

Ans. Normalization - Refer 10 Q1.
BCNF - Refer 1o Q.9 and Q.15,
Functional Dependency - Refer 10 0.17.

among itself.
. 020. Explain functional dependency and trivial functional dependency
with examples. (R.GEV, Dec. 2017)
Ans, Refer to Q.17 and Q.19.

c Q21 What are the inference rules for functional dependencies ?

(R.GP.V.,, June 2006)

'l’lf The set of inference rules (also called Armstrong’s axioms) by which
S can be inferred from given FD's are as follows —
' s () Reflexivity - 1f a is a set of attributes and , B < o then @ — f

hen (i) Augmentation — 1f o — B holds and v is a set of attributcs,
T4 1B holds,

(iii) Transitiviy - If & — [ holds and § = y holds, then & =y holds.
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Several other rules derived from the three given rules can be o .
(iv) Union—1{a— p holds and a — y holds, then ¢ >y }nh
() Decomposition — 1f @ = Py holds, then a — g h°kt;§
a — 7 holds.
(vi) Pseudotransitivity — 1f o — B holds and yB — § holds,gc
ay — & holds.

Q.22. Prove or disprove the following inference rules for fnnﬂiet

ndencies —
S ‘"(E)‘S{H'-}}:X—»Z} F{WX—->1Y}
(i) X=>Yand Y2 Z |=(X > Z]

o,

i) (X =YK ¥Y =2} =X = YZ}
X>2,Y->2 |=(X-=>Y]
v XY >Z,ZoW |={(X->WL.

(R.GP.V, Dec, ml
Ans. (i) (8) W= Y (given)
(b) X — Z (given)
(c) WX = XY (by augmenting in (a) by X)
(d) WX = Y (by decomposition in (c)).

(i) Given Y 2 Z and that two tuples t; and t, exist in some
instance r of R such that {,[Y] = t,[Y]. Then t,[Z] = ,[Z] because Y 2 Z; b=
Y — Z must hold. By transitivity X — Y (given) and Y — Zthen X =2

@iii) (a) X = Y (given) .

(b)Y — Z (given)
(¢) Y = YZ (applying augmentation rule on (b) with Y)
(d) X = YZ (by transitivity rule on (a) and (c)).

(iv) Given X = Zi.e., X 2 Z and that any two tuples t; and tyof

relation R such that {[X] = t,(X] then 1,[Z] = ,[Z). Also given Y =1
Y 2 Z and that any two tuples t; and 1, of r in relation R such that 4
L[Y] then 4,(Z] = 1,(2).
This implies that Y 2 X; ie., X o Y.
) @QXY> 2z (given)
(b) Z - W (given)
(€) XY = W (by transitivity rule on (a) and (b))
(d) X = W (by decomposition rule on (c)-
Q.23. What is a canonical cover? If

-
F={A—>BC,CD >E,E - C, D —» AEH, ABH —BD, PH
show that the non-redundant cover Jor Fis

{A > BGC E - C, D - AEH, ABH —» BD}
(R.GP.V, D¢

Unit- it 125

Asct of functional dependencies F_ is a camon;

Ans. cal cover if every FD

< fics the follo“_ring e

inFe 53“;0 Each FD in F: is glmple. Recall that in 5 simple FD the right-
4side hasa single attribute i.c., each FD is of the formX - A,

pan (ii) Forno FD X—=AwithZcXis ((F

. X2 ANUEZo A
¢ Inother words, the left-hand side of cach FD does not have a.)ny cim—;eozl

& ibutes, or the FDs in F_ are left reduced,
i (iii) NoFDX — Aisredundanti.e.,, {F,—(X - A)} does not logically

mPlj" E:nonic-"l cover is sometimes called minimal,

ifF={A—BC,CD - E,E— C,D - AEH, ABH — BD, DH - BC),
{hen 3 non-redundant cover for F is {A - BC, E - C, D - AEH,
ABH - BD}. The FD ABH — BD can be decomposed into the FDs ABH —»
pand ABH —» D. Now, since the FD A = B is in F, we can left reduce these
decomposed FDs into AH — B and AH — D. We also notice thatAH — B is
redundant since the FD A — B is already in F. This gives us the canonical
N.“ns{A-—)B,f\—bC.E—DC.DH)A.D—)E,D-)H,!\H—!D}.

Q.24. What is irreducible set of dependencies ? Relation R with attributes
4,8,C, D and FDs.

A=BCB—CA—93B,AB —»C, AC—D
Compute an irreducible set of FDs that is equivalent to this given set.

(R.GPYV,, Dec. 2010)
Ans. Irreducible Set of Dependencies — A set S of FDs is irreducible if
and only if it satisfies the following three properties —

! (i) The right-hand side (the dependent) of every FD in S involves
Jstone atribute (i.c., it is a singleton set).
'.J (i) Theleft-hand side (the determinant) of every FD in § is imeducible
! :]:m,'mm“iﬂg that no attribute can be discarded from the determinant without
Bing the closure S*(i.e., without converting S into some set not equivalent
08). We win say that such an FD is lefi-irreducible.
(i) No FD in S can be discarded from S without changing the
closure 5+ (i.e., without converting S into some set not equivalent to S).
With regard 1o points (i) and (iii), it is not necessary to know exactly

Mt the closyre g+ is in order to tell whether it will be changed if something
 discardeq,

Pfﬂblem =

ven Computation of an irreducible set of FDs that is cquivalent to

SeLis as follguws —

i (i) The £ i i - ch that each has a singleton
Nght-hap g side : Irst step is to rewrite the FDs su

A>BASCB>C A—B AB—CAC—D

) -
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observe that the FDA = B occurs twice, SO one occurrenc, oy

126 Da

We
deleted.

S

o attribute C can be eliminated from the lefi-hapy ..
the FD A D because we have A = C, 0 A > AC by sugmenggio
we are given AC -5 D. so A—> D by transitivity. Thus the C o
of AC = D is redundant.

(iif) Nextweo
again we have A = C, s0
ition

I'! leﬁ‘h&nﬂ&

serve thatthe FDAB — C can be eliminateg
AB — CB by augmentation, so AB — C b)'a derey

; (iv) Finally, the FD A - C is implied by the FDs A — B ang o
o it can also be climinated. We are left with -
A-BB->CA-C
This set is irreducible.

NUMERICAL PROBLEMS

Prob.1. Compute the closure of the following set F of function|
dependencies for relation schema —
R=(A,B,C, D, E)
A—BC, CD - E
B> D E—>A
List candidate keys for R. Compute B* and the canonical cover F,.|
(R.GPYV.,, Dec. 2005, June 200

Sol The members of closure of F, F* arc as follows — .
() A - CD. Since by augmentation rule on B = D 10
BC - CD. Now, applying transitivity on A - BC and BC— CD.
(i) BC— E.Since B— D and CD — E, the pseudotransitivity
implies BC - E,
(ii) A~ BandA-» C.Since,A—> BC holds, applying decom
rule we get A > B and A — C.
The candidate keys are CD and BC.
The canonical cover F_is {A — BC, B —» D,E—>AC— E}.
Prob.2. Consider the relati, : 1, ) and 1
Junctional dq:ea'ui’rm-‘ie.l'--le HEELRLA W, G £ B A e
F={{A, B} - (¢}
{Al =D, E)
(B} - (F}
F) - (G 1)
D) — (1, J)y
What is the key of R, decompose R in 2NF and INF ?
(R-GRV, Nov/Dec. 2007, Dec. 2013

CE,

; %ﬂlp;r
ind

Jun¢ WA

p -

el | B
Ong
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RisAB. "

nto 2NF —

NOEDEEEOEEE

i1 4

m|_ ¢ }

FD3| }
a4 |}

ol ThE key of
Normalization i
aedit

Fas |

|} 2NF Normalization

[alBfc] [alvfe] [BIF]
i | 4 Fo2| _§ |} ¥m3|_|§
[FIc]u] [pli]s]
4|4 4 ¥os| 4§ |

Normalization into 3NF —

nlc] GIele] BIoT]
ity Fo2| 4 | Fos| |t |

Prob.3. Consider a relation R with five atiributes A, B, C, D, E having
following dependencies : A — B, BC — E and ED — A
(i) Listall keys for R
(i) In which normal form table is, justify your answer.
(R.GPYV, Dec. 2016) |
Sol. (i) A relation R with five attributes A, B, C, D, E having given
ﬁfpendencics contains the following keys — CDE, ACD and BCD.
(ii) The relation R is in 3NF because B, E and A are all parts of keys.
Prob4. Consider the relation r(A, B, C, D, E) and the set F = (AB —

E~AB, € - D). What is the highest normal form of this relation ?
(R.GPV., June 2010)

oL Since r is a relation by definition the relation is already in INF.

° determine the normal form of the given relation, we need to determine
$ible keys of the relation. The two possible keys of this relation are AB
+HeLUs see why this is so.

ABisa key

(l) AB — A (reflexivity axiom) |

("] AB -5 B (reflexivity axiom) "
i) From AB — CE {given) we have that AB = C (projectivity n.t!om).
(i¥) From AB — CE (given) we have thatAB — E (projectivity axiom).
™) From AB = C (step (iii)) and C = D (given) we have that

e ( ..
ransitivity axiom)
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Since AB determines all attributes of the relation AB is a key.
o LN Sy
E is a key. )

Since E —> AB (given) and AB is a key then .E is also a kcx becau)
appl;cminn of the transitivity axiom E can functionally determine all o,
attributes of the relation.

The prime attributes are = A,Band E

The nonprime attributes are = CandD

The relation is in 2NF because there are no partial dependencies onary;
the key.

The relation is not in 3NF because there is a transilivi_ty dependeny
the kevs. Notice that C = D and both attribules are nonprime.

I DECOMPOSITION, DEPENDENCY PRESERVATION AND
" LOSSLESS JOIN, PROBLEMS WITH NULL VALUED ANE
| DANGLING TUPLES, MULTIVALUED DEPENDENCIES

Q.25. Discuss the term decomposition and give its properties.

Ans. The decomposition of a relation schema R = {A, Ay, eesPig) ¥
replacement by a collection

pro By By sssusiense R,} of subsets of R such
R=R,UR, U, .., UR, -
There is no requirement that the R;S be disjoint. One of the mO‘;ll‘;:ns"
performing a decomposition is that it may eliminate some of pro Gind
example, consider relation Sale (S#, Status, City, P#, Pname, C°'°_"ﬁ n
this relation, we cannot insent the information that a supplier sl liv o
Paris, if S1 does not currently supply any parts. It can be done by chO_s
the relation Sale into relations S, SP, and P, as shown in table 34 Thl;is
possible 10 insert the information that supplier S1 is located in city P::u %
though S1 does not currently supply any part, by simply inserting 2 P
relation S, i
ais - e
A decomposition may be lossy or lossless, A decomposition ofal™.

R into relations R, Ry, R,, ..., R, is called a lossless-join decom
(with respect 10 FDs F) if the rel

! 5 join o
‘ ation R is always the natural J )
relations R, R, ..

he o°

=+ Ry It should be noted that natural join is ! ther &

to recover the relation from (he decomposed relations, There 15 U
operators that can recover the relation

If we are able 1o recover
decomposed relations, then this ¢
15 lossy.

il the join cannol. al joi*
s . T I7
the original relation [rom ““u-isc W
ype of relation is lossless, other™

905;‘

Unit - 11
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properties — The propertics of decomposition are —
(i) Non-loss or lossless decomposition.
(ii)» Dependency preservation.
(iii) No need of repetition of information.

0.26. Define the term dependency preservation.

(R.GPV,, Nov/Dec. 2007, June 2010, Dec. 2
Or ;

Explain dependency preservation with example. (R.GP.V., Dec. 200
Ans. It is desirable for a decomposition to have the lossless-join property,
because il guarantees that any relation can be recovered from its projections.
Another important property of a decomposition of relation schema R into

p=(R,, R,) is that the set of dependencies F for R be implied by the
projection of F onto the RS .

Also, il a relation schema has functional dependency, A — B, then these
two altributes are closely related. It would be useful to have such type of
altributes in same relation, So it is desirable that, decompositions be such that,
each dependency in F may be checked by looking at only one relation and that
no joins need to be computed for checking dependencies.

For example, let us consider the relation R (A, B, C) with functional
dependencies —

A—-C and B —»C

_Ifwe decompose this relation into two relations AB and BC, then we can
¢asily check FD, B — C by looking at relation BC, but we would not be able to
check dependency A — C by looking only at one relation.

So this decomposition is not desirable.

Consider another example of following table -

Table 3.9 having relation S(S#, City, Status) with functional dependencies—
S# — City Table 3.9 Relation S

s City — Status S# | Stamus | City
* fmasitively we have SI| 10 | Pans
S# — Status

: : ss| 10 | Holand
dtpe:dfg %.10, dotted line shows transitive
eIﬁt:rh!cm:?' while bold lines show direct City
®haijo, in?n:-& We have a problem in this —
mh-\lcit;ri e cannot insert status of a city

0¢s not hay . : :
1s Proble o supplier. Rraanssnsms Status

m could be solved by

Mposj
ng relat; : 3
S relation S into two relations.

Fig. 3.10 FD’s for Relation S
SC (S#, City) and CS (City, Status)

solve our problem, now we can casih[ insert the status
have any supplier. Also, this decomposition is lossless.

This
g cd\"““'“ﬁ“itinn can
YN Tt does not
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At the same lime, we can easily check dependency.. ol (e

S# —» City and City — Stalug
lation at a time. IF these two FD's holg g,
holds ;mmmalic&'lly. So, t_l':is dcciimm
decomposition is desirable.

130 Datab

By looking only at one e
transitive dependency, S# — Status,
preserves dependency. Hence, this

Consider another possible decomposition of relation S —

SC (S#, City) and SS (S#, Stalus)

This decomposition is also lossless. But these two relations or projeciiy
are not independent i.e., here also we can not insert the status of a city, if
city does not have any supplier. 30

Also, problem arises, if a supplier move from one city to another, th
second relation also has to be updated for changing the status of that supple|

So we can say that, these projections are not independent.
Now, come to the point of dependency preservation,we can check Fl
S# — City and S# — Status,
But, we cannot check City — Status by looking only at one relatio;i
So, we can say that this decomposition does not preserve depen
and hence is not desirable,

Qﬁ. Explain lossless join decomposition with example.
(R.GP.V, Dec.
Or
Define the term lossless decomposition.
(R.GP.V.,, Nov./Dec. 2007, June
Or
What do you mean by the terms lossless decomposition 7
(R.GPV,, Dec

2010, Dec 1)

0

Or
What is meant by lossless join decomposition ? (R.GPY, May ¥
Ans. Let R be a relation schema and let F be a st of FDs 0¥ 0
?EU?TP?Sﬂlon Of R into two schemas with attribute sets X and Y 15 sat
vesiess-join or nonadditive or nonloss join decompasition with respect 1© F
every instance 1 of R that satisfies the dependencies in F, Ty(r)e< e
other words, we can recover the onginal relation fi m.m 1hc‘ decomposed ™

When a relation is d jons.
. s decomposed et W relation®
s exiremely importau thet “mpdcc {:L:n:a 'alnumh-.r ol mml};r fr':u‘m\'i“ g
: 5 s = lossles > 1C
test is very useful, Rokifenbe loaems; The

=

b

Lt I8 be a relation se end
- b ‘LI] -4 d . ' 4 " 14 i { - ‘n
on R. Let Ry and R, for "‘1';- and let F be a set of functional def stio"'
- Ny 2 im a W HH Thic Ll 08
teomposition of R. This llL.l.l‘"“pt, foll!

lossless (nonadditive) join decomposition of R if at least one of 1h¢

T

i
1||*

th N
e ey lItﬂl’l of “CNI

Unit -1 131 .
wionli dependencies is in F* — 4
i RyNnRz—=>Ry (i) RyAR, HR,

n other words, if Ry A Ry forms a su 4
decomposition of R is lossless-join dccomposgieor::.ey WDy o Ry the

For example, the relation schema lending-schema is as follows —

lending-schema = (branch-name, branch-city, assets, customer-nam
Joun-number, amount) -

Now, we have to show that the decomposition of this schema is lossless-
join decomposition. Suppose, lending-schema is decomposed into two
schemas —

branch-schema = (branch-name, branch-city, assets)
loan-info schema = (branch-name, customer-name, loan-number, amount)

Sinr:e branch-name — branch-city assets, the augmentation rule for
furctional dependency implies that

branch-name — branch-name branch-city assets

3 Since branch-schema  loan-info-schema = {branch-name}, it follows

our injtj » +ge B . e
rinitial decomposition is a lossless-join decomposition.

Next, we de .
¥, we decompose loan-info-schema into

loan-
" schema = (loan-number, branch-name, amount)
Cower-
"y er-schema = (customer-name, loan-number).
IS ste . 42w - . ¢
oo mr}:'brcsults in a lossless-join decomposition since loan-number is a
0.2 thute and loan-number — amount branch-name.
. 48, Explaiy, no

eXampfe, n loss decomposition and functional dependencies

i (R.GEV,, June 2016)
" Refer 10 Q.27 and Q.17

29, Giy,
Ve an example of a relation schema R’ and set F' of functional

h that there are at least three distinct lossless join

Ang, R*into BCNE (R.GPV., June 2008, 2009)
1 sty li&(i & shows an algorithm to decompose a relation schema so as
Rl FICR is not in BCNF. then it can be decomposed into a
. schemas R, R,,....,R, by the algorithm. The algorithm
ion, s that demonstrate violation of BCNF to perform the

y .
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The decomposition that the algonthm generates is noy only
s also o lossless-join decomposition

resuh— [R].
dooe -~ falsc.
compure T, g
t donc) de i
'hmli:;mnauMKmmllwhmmm“
then begie .
k= 0 =+ P be 3 nontrivial functional dgmqu, that
such thata = R s pat m F, and
anfi*e
resalt 2= (bt = R) O (R = B) v (e, PY;

n Boy, \

holdg on l‘

end
else dame @ = troc
Fig. 3.11 BCNF Decomposition Algorithm
Forexample, the BONF decomposition algorithm is applied to Lendingscher,
Lendimg-schema = (branch_name, branch_city, assets, customer [
loan_number, amg.
The set of functional dependencies that are required to hold op Lendn|
schema are
branch name — assets branch_city
loan_numher — amount branch_name
A candidate key for this schema is {loan_number, customer_naw
The algorithm of fig. 3.11 is applied to the Lending-schema as follow
(i) The functional dependency
branch name — asscts branch_city
holds on Lending schema, but branch_name is not a superkey. T
Lending_schema is not in BONF. We replace Lending_schema by
Branch_schema = (branch_name, branch_city, assets)
Loar_info_schema =(branch_name, customer_name, loan_number, &%
ﬁ"” The only nonirivial functional dependencies that hold on bra
schemaincludz branch_name on the lef side of the arrow. Since branch ¥
is 8 key for Branch_schema, the relation Branch schema is in BCNF.
@) The funconal dependency
laan_number - amouny branch_name

h(flds on loan_info_schema, but loan-number is not a key for Iaaﬂ__;,;fo_}d"‘
We replace loan-info-schemg by
foan_sehema =

Uvan_number, branch name, amount)
bormm'r_,-.cjh. =

g ma=(customer_nume, loan_number)
(%) loan_schemaund Borrower schema are in BCNF.

: oA
Thus, the decomposition of Lending schema results in the three refato? % S

Braneh_schema, loan_schema, and Horvower schema each of which is ¥

y —

i
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10, What do yon mean by decomposition of a relation ?
(;,,murr the relational scheme —
R (4, B, C, D, E, F) aud FD.
A=BCC=ADSEF 3AESD
js the decomposition of R into Ry(A, C, D), R, (B, C, D) and R,
EED fosshess ? 3
Explain the requirements Jor lossless decomposition and dependency

preserving- (R.GRV. Dec. 2011)

Ans. Decomposition — Refer to Q.25.

step (i) = Since the original relation has 6 attributes and the original
celation has been decomposed into 3 relations, we need to create a table with
fcolumns and 3 rows. The column of the table arc named A, B, C, D, E and
Frspectively. The rows of the table are named Ry, R; and R;. For

eyplanation purposes we have renamed the attributes A,..., Ag. The table is
down helow —

AAD | BIAL) | CLA3) | DIAL) | E(A) [ F(Ag)

Step (ii) - The attributes of the scheme of R, are — A(A,), C(A3) and
D{Ay). Therefore, we place a), a3 and ay under these columns, respectively.
The remaining entries of this row are filled with bya. bys and byg,

The auributes ol the scheme Ry are— B(A3), C(A3) and D(Ay). Therefore,

"t I’!m 33, 3yand a under these columns respectively. The remaining entries
nth-lS row are ﬁ"ﬂd with hl]‘ bzs and h:r,.

AGA [ B(Ay) [ C(A3) | D(As) | E(AS) | F(Ag)
Rip o | b | o3 ag bis | big
Ra| by | =y ay ag | bys | by
Ry| by | by, by ay as | ag

<o Ve atiributes of the scheme Ry are - E(As), F(A) and D(A,). Therefore,
UFIE_“‘ 45,35 and ay under these columns respectively, The remaining entries
10w are filled with by,, by and byy.

Sep (1ii) 15t Time — Considering A —» BC we check if the rows of table

n""' the same value under the columns that make up the determinant of the
4 Since the rows do not have identical values, we repeat step (iii) and

“Onsider another F.

lnd Time - Considering C — A we check i the rows of the table Ija\'c

value under the columns that make up the determinant 1‘11' the FD. Since

*TOWs 4y not hawe identical value, we repeat step (iii) and consider nnother FD.

the Samge
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[T1rd Time - Considering D — E we check if the rows of
um\mmuwmmmmwdﬂmm Ofuteg}kh,
has value &, under column D. Therefore, we need 1o equate all the cgpp -
entrics for these rows under column E. Since the entry under the colymyy, E,
row Ry, we make al he remaining b,'s equal 10 ag in this colump,

1

el

2,

A(A)[B(A;)|C(A:) | D(AL) |E(A5) [F(A )
Ry| 2 b2 ajy fg as | b
Rp by | 2 | 33 | as | as [B
Ra| bay | b3y | b33 | 24 ag ag

IVth Time - Considering F — A we check if the rows of he tab)
the same value under the columns that make the determinant of the Fp_ g oy
rows do not have identical value, we repeat step (1ii) and consider ﬂl'loih‘::cm‘

Vth Time - Considering E — D we check if the rows of the tap) D,
the same value under the columns that make the determinant of the FD Rﬂc hary
value ac under the column E. Therefore, we need to equate all the con',cs Wby
cntnes for these ows under the column D, which is already exist, pond

VIth Time — There are no more FDs to consider and the
undergo any more changes. Therefore, we move to step (iv).

Step (iv) - We now look for 2 row that has all a."s. Si i

_ look { . s i 8. Since there is no g
in the table that has all 2,'s n its entries the decomposition is lossy.
. m“%qmﬂ 2 relation 1s decomposed it is necessary 1o ensure that the da
in the onginal relation is represented faithfully by the data in the relations &y

are th ion, 1
\-:1 !;s::l pf_ the decomposition, i.c., we need to make sure that we cu
fecover the onginal relation from the new relations that have replaced it.

ﬂdﬂn 'p-..SCIL' ; 1 e .
a]l!h?;'lrfsihatag Ing property requires that the decomposition satisf

is that the set of fumsmd by the original relation. The reason this is desiratk

nconal dependencies th 1s{] ‘
ks thet ‘ at are satisficd by a relation defix
integnty constraints that the relation needs (o meet.

.31, o
0. /ﬁumbe NULL value and dangling tuple problems.
(R.GP)V., Dec. 2008

table canpy

Or
:’:’M is null value problem ? (R.GP, V., Dec 20”.|
s m mbm . , s « Fay = x
designing a relational oociated with nulls must be carcfully considered ‘-‘m'

. daty "
design theory as yet base schema. There is

twples have null vajy
in the decompositio

: no fully sausfactory relatior
::“r:”“:::;im null values. One problem occurs when & .
n. To illusu::sm%l “ﬂl‘bc used 1o JOIN imli\-idu'al ar
(a), where two relations EMP| :I-h' consider the database shown in & v
two employee tuples - Be m“f and DEPARTMENT are shown. T ".
have not yet been msim‘::m and Benitez - represent newly hired employee® “hr
a list of (ENAME, DNAME) values :.:;'I:HNJ:\: :::;ﬁ,;:‘lim; [“]:.* :ﬁljll;;’\r JoI

h a8
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o Wjpied o EMPLOYEE and DEPARTMENT (fig, 312 (b)), the two
A

N ioncd wples will not appear in the EL‘Sl.llll. The OUTER JOIN operation
._'t\n:-‘i 1‘“ ith Whis problem. I we take the LEFT OUTER JOIN of EMPLOYEE
o .!E:[T ARTMENT. tuples in EMPLOYEE that have null for the join attribute
Ll )

ot ill appear in the result, joined with an “imaginary™ tuple in DEPARTMENT
e 1ls for all its attribute values. Fig. 3.12 (c) shows the resull.

at has nu
Fark OYEE
e | sss | soare | ADDRESS [ pxuwm |
Smith, Jahn B. 123456789 1965-01-09 731 Fondren, Houston, TX 5
'“:,. Franklin T 113445555  1955-12-08 638 Voss, louston, TN 5
Zelva. Alicia J. 909887777 1968-07-19 3321 Castle, Spring, TX 4
W ;im. Jennifer S ORTAS432L 1941 06-20 291 Berry, Dellaire, TX 4
yarman, Ramesh K. 666884444 1962-09-15 975 Fire Ouk, Humble, T~ s
Db, Joyce A, 4SMSHSI 19720731 S Rice, Houston, TX s
Jabbar, Almad V. 987987947  1969-03-29 980 Dallay, Housion, TX 4
Borg, James E. 888665555 1937-11-10 450 Stone, Houston, TX 1
m,:m.\nﬂm C. 9907755585 1965-04-26 6530 Braes, Bellaire, TX null
Benitez. Cavlos M. 888664444 1963-01-09 7654 Beech, llouston, TX null
DEPARTMENT

| oName | pyum | puvcrssy |

Research 5 313445555

Administration 4 987654121

eadquarters | 8B8665555

(a) A Database with Nulls for Some Join Attributes

[Teane [ 55N | BDATE | ADDRESS __ |DNUM| DNAME |DMGRSSN|

Sk Joka 11 11345789 19650109 7)1 Fondren, ousios, TX H Hesesrth 113445855
Wong Fraaklin T. 110448555 9551208 638 Voss, lowsion, TN Research 133445855
Ty, Alicla ), 990K¥TTTT 19680719 3320 Castle, Spring TN Adminlstration 987654321
Walice Jemalfer S 987654321 194106-20 291 Derry, Uelluire, TN Adminlstration 987654121

5
4
4
975 Fire Oake Humble, TX -;
4

Narapam Ramesh K. 666884440 1961.09-15 Research 313445585
Ioglok, Joyor A, 4SMSISY 19720731 Sadl Rice, Houston, TX Hescarch 313445555
Dblae Ahmud V. 9HT9NTONT  1949-03-29 950 Dallas, Nouston, TN Administratlon 987654321
bag Jimar . SHBLEESES  1937-11-10 450 Stone. Moustan, TX 1 leadquariery BSA6655SS

(b) Result of Applying NATURAL JOIN to the EMPLOYEE and
DEPARTMENT Relations

EYTT DDRESS  [ONUM| DNAME JomGrssy|
Sl el (1GR9 19650109 71 Fondrea Howton, TN S Rescarch - SHEEEEE0
Wong Franklin T, JILA4ES6E 19SS 1208 618 Vuw, Howston, TX 5 aurmh] -{3‘_4:-4-“‘
Ioya Allcia ). 9908NTTTT  1968-07-19 3121 Cthe Spring, TX : “m::“m;:- 'o;-.-:'s.mn
Walbce, Jemaifer S, 9KT6S4328 19410620 291 Berry, Bellaire TN 4 AGSREIRIEE e
Niyan Rameds K. 66ANLI14 19620018 975 Fire Oak Hlumide, TX 8 Rewared 0 iec
g Juyee A, 453481480 19720730 $6M Rice, Manston, TN * "T‘a:“m axTesaN
Do Ahmad v, 987987087 1969.08-20 980 Dalles, Noustoa, TX i At':mn" :m‘n BY8665858
Barg, Jamer 1. RENE6555E  [ANTA1-10 450 Stone, Nouston, TN ! R aull
Bergn, Andera €, 099776465 [968.04-20 6530 lirnes, lmlllu.ﬂ'i_ nill -u. i
Bemitey, ( sk M. KESeh4ddd 1953.00-09 TeS4 eech, Huusien, TX null nu

(€) Result of Applying OUTER JOIN 1o EMPLOYEE and DEPARTMENT
Fig. 3.12 Hlustrating Null Value Join Issucs
In general, whenever a relational database schema is designed WIL cnl uml 1.1r
Mote relations are interrelated via foreign keys, particular care must b devoled
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to watching for potential n !
Joss of information in quenes

ull values in foreign keys. This can cqyg,

e ¢
that involve joins on that foreign ke Uney,

Y.

EMPLOYEE !

oo T T T s~
- 12M6TR0 19650109 731 Fondren
;-lu: :::t';u T 2A0448888 19851208 638 Vous, ""“'l‘l'::“'?n’ ™
Zelaya. Alich J. S09sSTTT7 1968719 3321 Castle, Spypr 1N
Wallace, Jenmifer S OETAR4A2] 1941-06-20 291 Berry, ne““n‘:. )
narsven Remesh K. G66S84444  1962.09-15 975 Fire Oak, “un;‘:n
Frglisk, Joyee A. 4R 19720730 631 Rice, Houstog T
Jabbar. Abmad V. SETSRTOET  1969-03-29 980 Dallas, Housyoy, T'\.
Borp, James E. PERGESSES  1937-11-10 450 Stone, Housty n, TX
Beryer, Anden C. 996TISSSS 19650426 6530 Braes, Beliy), TX
Benttez. Carlo M. EER664444  1963-01-09 7654 Beech, |lb1.lil?;, T_:g\

(a) The Relation EMPLOYEE_]
(Includes All Atrributes of EMPLOYEE Except DNUMPRB ER)

EMPLOYEE 2 EMPLOYEE_3
| sss | o | LS8 D.\;UE
12345678 L 123456789 5
ERITT 5 333445555 5
mms.iiz” 4 999887777 4
1 . 987654321 4
‘mmm 4 666884444 5
: 453453453 s
7957987 4 987987987 4
m&ss = 888665555 1
A88664444 pull
(b) The Relation -
v D%ZL:EIR'EEJ (c) The Relation EMPLOYEE 3
Attribace voidy .Md! Yl (Includes DNUMBER Attribute
ues) but does not include Tuples for
which DNUMBER has Null Value
Fig. 3.13 The

“Dangling Tuple” Problem

dangling tuples, which may occur if we ca
ot decompose the EMPLOY EE rela
capply the N YEE_| and EMPLOYEE_2, shown infif
and EMPLOYEE 2 we ohlj rl} M_U_RAUOIN operation to EMPLOYEE.
may use the altematiye r, "1he origingl EMPLOYEE relation. However*
include o tple iy FMPJW??HM“’" shown in fig. 3.13 (¢), where we do
department. If we e l"M;\ IZE'? if the employee has not been assignes’
NATURAL JOIN o, 1=M;»L(I§UYP-’E*3 instead of EMPLOYEE 2 and upp’
and Benitez will poy '“PPcarY £ Lang EMPLOYEE 3 1hc‘ll‘1])|cs for Ber¥®
t'Sv:mcd"‘] "?"' fesult. These gre :a.llcd dangling upl®
" only one of the two relation that repres®

are lost if
if we apply an (inner) join operation.

A related problem i that of
& decomposition 1o far. Suppo,

of fig. 3.12 (a) further
1o
3.]3(ajnnd(bJ.lfu .

k

) ,g', m;:rfn

e, if A

iferent ; :
:Lt he existence of these tuples. That is why, functional dependencies

comelimes referred to as equality-generating dependencies and multivalued
gependencics are referred to as tuple-generating dependencies.

Unit-m1 137

dangling tuple. Is BCNF Is a stronger normal form than

senlalnt
2, Expl (R.GPV., May 2018)

n reason.

"Ana pefer to Q31 and Q.15.
Qlj 3. Discuss how dangling tuple may arise 7 (R.GP.V., Dec. 2014)
A;ﬂ Refer to Q.31
034, Explain multivalued dependency.  (R.GPV., Nov./Dec. 2007)
L Oor
What is multivalued deperlrde:ucies ? (R.GPY., Dec. 2015)

Anis Functional dcpendencids rule out certain tuples from being in a relation
_y B then we cannot have two tuples with the same A value but
B values. On the other hand, multivalued dependencies do not rule

Let R be a relation schema and let @ < R and B < R. The multivalued

dependency o =— P holds on R if, in any legal relation r(R), for all pairs of tuples
fyand ty in r such that {{a] = ty[a], there exist tuples t; and ty in r such that

tilal = yla] = yla] = ty(a]
5(B] = 4[P]
4R - Bl =R - B]
4[B] = L(P]
4R -pI=¢4 [R-P] .
Whenever o —— B holds we say that @ multidetermines y.
Fig. 3.14 shows a tabular representation of t, ty, t; and t,. Intuitively,

e multivalued dependency o ——> [ say that the relationship between a and

Bis independent of the

ﬂlﬂﬂuﬂship between « and a p R-a-B

R'B- lflhc mullivalucd TEREL -|+1""1 l]q.lnucl.u

dq.xndencyuﬁ)"“) B is :; TR hi“'l"'h]‘ b]"‘l"'hn

nnsﬁedby all relations on :

“hema R, then o —»—s B | *reeem P TRRL TN L FY ERRL

%3 trivial multivalued %4 | sgecem | Pi#1eccbi | 2encccta
ndency on schema R.

U, = B is trivial i Fig. 3.

Seorfuq=R.

Q35. Differentiate ben

I‘rpmdﬂ“..‘,.

Ans. Functional dependencies rule
= B, then there cannot be two tuple

14 Tubular Representation of a »—> B

veen functional dependency and multivalued

out certain types from being in a relation.
»s with the same A value but different
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B values. Muluvalued d\'puu.i(-ll.qu\, on the other hand, do noy Mule

- T\

existence of certain tuples. Instead, they require that ot Wplenr A W the
ag Uiy

iy

form be present m the relation

Q.36. Explain fifth normal form with example, R.Gary, Deg 200

Ans. There may be no functional dependency in a relation schemg R Y
violates any normal form up to RONF and there may be no nontrivig| ?\1.\‘["“\I
R that violates NI We then use another dependeney called the 10in dk‘l\k‘nd ) n
It cames out o multiway decomposition into fifth normal form (SNF) ey

A Jomn dependency (JD), denoted by JD-(R,. Ry, ..., R,). specifieq
relation schema R, specifies @ constmaint on the states r of R. The consy 5
states that eveny legal state  of R should have a lossless join decOmp(‘“:':’:ml
into Ry. Ry, ... R, 1.e for everv such r we have -

* (Mgy(r). Mgalr). oo Mgg(r)) = 1

An MVD 15 a specaal case of 2 JD where n = 2. That is, a JD denoted as
ID (R;. R;) implies an {\i\'[) (R; 7 Ry) =+ (R, - R,). A join dependenc},m
(R;. R,. ..... R,). specified on relaton schema R.is a rivial JD if one of the
relation schemas R, m ID (R,. Rs. ... R;) 1s equal to R. Such a dependency
1s called tmvial because 1t has the lossless Join property for any relation stater
of R and hence docs not specify any constraint on R.

A relational schema R is in fifth normal form (5NF) or projection join
normal form (PINF) with respect 1o & set F of functional multivalued, and join
dependencies if. for even' non-trivial Join dependency JD (R,, Ry, . Ry)in
F" (that 15 implied by F). every R isa superkey of R.

For en example of ID. consiger the SUPPLY all-key relation of fig. 3.15
(a). Supposc that the following constraint always holds — Whenever a supplier
s supplies pan P.2nd & project j uses part p, and the supplier s supplies at least
.«;;t_r pan to project J. then supplier s will also be supplying part p to project]-

1S constrain! can be restated as specilying a join dependency JD (R;, Rz

SUPPLY

Saser FARTNAME | PROJNAME

;::::: Bah FrojX

Al Nut Proj¥

W, - Bolt Projy

Mm "L Nut Proj7.

n-.?f.-:r-’__,__ . Nall ProjX
Adamsky I T

Smith Bol Projy

(@) The Relation SUPPLY with no py e Satisfies ANF but does "'

Satisfy SNF if the JD(R;, Ry, Ry Holds

Unit- i 139
"y Ry
SNAME_} FROINAME] | PARTNAME] PROTN AN
Smith Pra]X Balt ProjXx
Smith Proj¥Y Nut Projy
Adamaky Proj¥ Bolt Projy
Walton Projz. Nut ProjZ
Adamsky ProjX Nall Pro|X
(b) Decomposing SUPPLY into three SNF Relations
Fig. 3.15

ymong the three projections R1 (SNAME, PARTNAME), R, (SNAME,
RONAME), and Ry (PARTNAME, PROJNAME) of SUPPLY, If this
astraint holds, the tuples below the dotted line in fig. 3.15(a) must exist in
yleal state of the SUPPLY relation that also contains the tuples above the
doted line. Fig. 3.15(b) shows how the SUPPLY relation with the join
&pendency is decomposed into three relations R, R, and R, that are each in
SNE.

0.37. What is join dependency ? How is it different to that of multivalued
dpendency and functional dependency ? (R.GPV, Dec. 2014)

Ans. Refer to Q.36.

(.38. What is normalization ? Discuss various normal forms with the
belp of examples. (R.GPRV,, June 2010)

Ans. Normalization — Refer to Q.1.

Types of Normalization — Refer to Q.3, Q.4, Q.7, Q.9, Q.16 and Q36.

NUMERICAL PROBLEMS

'Prob.sl Given the relation r(X, Y, W, Z, P, Q) and me:n:'r F= {;’Y ;} W,
PR PQ - 7, Xy - Q}, consider the decomP"S;"‘"' R(Z B Q.
Y2, P Q). Is this decomposition lossless or lossy

Z 2010,
Use the lossless-join algorithm. (R.GRV., June )

. r attribute
Sol. Step 1 - Construct a table with six columns (one c«ﬁ\;'l:: I,:lch column)
‘imlwo fows (one row per relation of the dcco_mms“"’")"e il
¢ name of one attribute and each row with the nan

Aisile

; ibutes A
For explanation purpose we have renamed the attrib I

ZAa)|PA) QAL

X(A | Y(A2)|[W(A)
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Step 11 - Fill in the entries as follows —

The attributes of the scheme of R, are - ZAL) P(AY),
we place ay. ag and a, under these columns rcspoctiﬁcly. Th
of this row are filled with by by and byy respectively,

The attributes of the scheme of R, are - NX(A)), Y( As), 2 A, p
Q(A¢). Therefore, we place a,. ay, a,. a¢ and A under these ' LAy
respectively. The remaiming entry of this row is fil

QAg). The

oo rerefy
¢ T(:n'\amm gen Orp

v

Se

& ;
led with b,s. Olumypg

| X(A) YA WAL [Z(A,

Ri| b [ b2 | B3 l ag

R: o ay b:; Qg

Step 11 - (i) Considering XY — W O Tows of g,
table have the same value under the columns XY that make up the dElcr[nj“am
of the FD. Since the rows do not have identical values, the lable wiy remajp
unchanged and we repeat step II by considering another F

(1) Considering XW — P we check if the two ro
have the same value under the columns XW that make up th
the FD. Simce the rows do not have id
unchanged and we repeat step 111 by

we check if the tw

Ws of the ap),

entical values, the table
considering another FD.
we check if the tw

will remaip
(ui) Considering PQ—=2Z
have the same value under the
the FD. Since the rows R, and R, have values of 25 and a4 under the columns
PQ. Therefore, we need 10 equate all the corresponding entries for the rows
under column Z(A ). Since all the values under column Z are already equal no
changes are Decessary. Repeat step 111 again.
(1v) Considering XY —
have the same valye under the colum ¢ .
the FD. Since the rows do not have identical values, the table will remain
unchanged. Now, there are 10 more FDs 10 consider and the table cannot
undergo any more. Therefore, we move 1o step 71V,

Step IV - Since there is N0 row in
the decomposition is [
the natural join of rela

E)
Prob.6. Suppose thay we decompose the scheme R = (A, B, ? }:}0"'
into (A, B, C) and (A, D, E). Show hay this decomposition is a lossles
decomposition if the Jollowing functigna) dependencies hold —
A _’BC-CD—)E,B—)D

that this decomposition js dependency

0 rows of the table

Q we check if the two rows of the table

- . ircs
the table that has all a';s in its ent

: g om
sy Thatis, the original table cannot be recovered fr
tions Rl and Rz.

Show

jort
preserving decumpﬂ—";"'ﬂ
(R.GP.V., Junt

jpind
ributes and the orig

Sol. Step (i) - Since the original relation has S au ble with

: : : realc @ 18
relation has been decomposed into 2 relations, we need to create @

€ determinap of

Unit-1 141

ws. The columns of the table are named A, B,
fw‘"“d Zl:“m“fs of the table arc named R, and R,,
e E“" renamed the attributes A,
.ﬂs\\f

L

1

C,Dand E

For explanation
» As. The table is shown in

MM'J\B(M)\‘C(M)

D(A4)|]E(A5) '
- 1

(i)~ The attributes of the scheme of R, are —A(A)), B(A,), C(A,).
wp )

we place 2, 3, and a; under these columns, respectively. The
Zﬁgcmics of this row are filled with b4 and b,

A(AD|B(A2)[C(A3)[D(AL)[E(As)
‘[%%a\ll a; | a3 | by | bys
Ra] a1 [ B2 [ by3 [Tag [ as

The atiributes of the scheme of R, are — A(A,), D(A,), E(Ag). Therefore,

wpixed), 24 and a5 under these columns respectively. The remaining entries
desrow are filled with by, and b,,.

Seep (i) Ist Time — Considering A — BC we check if the two rows Dg
i have the same value under the columns that make up the determinat od
&D.Rows R, and R, has values a, under column A. 'I'hcrcforc,_\Bvc nndet(a:
"tateall the corresponding entries for these rows under coiumnsl 4 : bs
$=¢enlry under column B is a; (for row R,), we make all the remaining b;

] the
%4110 3, in this column, The entry under C column is a;, we make
eresponding entry a4 for this column.

A(A D [B(A)[C(A3) [D(A4)[E(As)]
a, | as | a3 | by | bys | .
Rol ay [Ty [Tay | ag | as |

1Ind Time — Considering CD —» E, we check for rcw;w;l :Rf: ?di;\;il:;
S Value in {he columns C and D. In this case, rows do no
s we repeay step (iii) and considg:r :mlc;th:r:3 !::]'::éck T ,h?
I ime — idering B — D, ) inant 0
e have lli:: s-:;::eval\?: 2?\‘3::] th!i columns that mukcupnl'f;\c d:}:rclzumc the
D. Since the rows have identical values under cowfl:r Af ‘are by and 2y,
esPO“di“g entries under A4 column, Ti1c t_:mru:s un
Wwe entry a4 under A, column arbitrarily.

[AAn]B(AD|C
Ky oy | ap |
Rol ay | a2 |

t
' the table canno!
Wih Ti There are no more FDs 10 consulcr(ﬂi':“)l

‘ime - There : 10 Stef !
Under any more changes. Therefore we move 10 Sep
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Step (V) = We now look for a row that has all

< a's S
become 2,2.2,3,1, the decomposibon 18 lassless, e oy,

—~

Unit <1l 143

L apeny, .qum.:;mfm: ? Discuss various steps of optimization,
UL A

Al (R.GLPV., Dec. 2009)
Prob.”. Consider the relation Student (stid, name, co ‘ m‘ ol ik {
that & studen: may teke more thar ome course but hﬂ'm;’”“-} *). G | o caons steps of query optimization. Alse discuss optimization
year of joining. que name . ey '\ i (R.GPY, Dec, 2013)
(0 Idewcify the fumcional and mulsival : R
e | aialued dependenciey g, o opiimization 2 (R.GEV., Dec. 2014)
m_: ldentifv ¢ condidate key wsing the functionq) and phatis quen) Or
dependencies errived e2 in step (i), m"“‘ﬂm

INE

(R.GP);
Sol Suppost the student relation is as follows -

(1) Funcuiona! dependencies are —

sud — name

| stid | name

stid — vear | sl nl
nime — vear | sl n
: s2 nl
ey T Ty
Maltnalued dependencies are — \ s3 nl
sud name, vear

=+=2 COUTSE
it} The candidare ey 1s name.

. ) We find that sud. pa

malinalued demen

multnalusd Cependaney. We rep
1sud, course) a

nd (sud. name. vear)

QUERY OpTIM: -
OPTIMIZAT, IZATION

ON, VARIOU
SELECT, PROJECT 2

ALGEBRA, OPTIMIZATION MeT

COST ESTIMATION BASED

L3,
o Stare the Purpose of query uptimizution.

Ans. The purpose of
and the machipe ¢ cont

information efficyenl a
do some planming -},
1 stants shatung iy

INTRODUCTION, STEPS OF

needs o analyze each query it receih e
fng out the shortest route to the god

lhc Plan must whe into account how much
what must be done w ensyre o o3 Whether or not it is been indexe®

that the answer iy technically correct

h"r"ﬂu”} ﬂgu

; Ough daa
there is, how it is Rrouped an

(10 Nermalize the relation so that every drmmpoud rel,
lion j,

- Deg, 201,

- BRME. year —— course is a nontrivid
122¢ e studemt schema by two schemas-

e ALGORITHMS TO IMPLEMENT
D JOIN OPERATIONS OF RELATIONA

HODS — HEURISTIC BASED

(R.GPV., June 200

:u‘..-f} UPUMLLANON is 1o make a database pmgﬂf'

o
" ' Work smart, not hard. In order to rev¥
Qatabase

| bef

v query optimization is performed ? (R.GPYV., Dec. 2016)

(s Aquery has many pnwplc cm:culiu_n strategies, and the [_ﬁl‘u_u:s:\‘ of
_ezyauiable one for processing a query is known as query optimization.
oplimization takes place at the relational algebra level, where the
-~ et find an expression that is equivalent to the given expression,
o clficient to execute. Second aspect is 10 choose a detailed strategy
sz the query. like selecting the algorithm to use for executing an
weon electing the specific indices to use, and so on. A query expressed
1t el query language such as SQL must first be scanned, parsed, and
¢ The scanner identifies the language tokens, such as SQL keywords,
tez names, and relation names, in the text of the query, whereas the
¢aeks the query syntax to determine whether it is formulated according
= rules (ie., rules of grammar) of the query language. The query
= Lobevalidated, by checking that all
ez nd relation names are valid and
=riaally meaningful names in the
‘57‘-1:1 ofthe particular database being
AN internal representation of the
F0 sthen created as a tree data structure
_Fquery tree, 1L is also possible to
;-_ﬁtm the query using a graph data
:"."-Nilﬂcd a query graph. The DBMS
T— ":r'- device an execution strategy for

“4ag the result of the query from the
Zhuse files, .

peppl 0l

B

Query in o High-level Language

f

Iniermediate Form of Query

Scanning, Parsing,
and Validating

r Query Uplimizer

Fuecution Flan

I-Q_urr.\ Code Gener llor_l
Cade (o Exeenie the Query
Runtime Database I
Processar
Hesult ol Query
Code can be -

« Faeeuted Direetly (Inerpreted Muade)

,n.flg 316 shows the various steps of
'u‘ a--rfm“ The guery optimizer module
.1,'.: bk of producing an execution plan,
\ ,.“_c tode generator penerates the code
Prog e.:I:: }1:1..1 plan. The runtime database
" 135 the task of running the query
Rt “hether in compiled or interpreted

0 produce the query result. 10

ot

- Storcid and Fueented |.l||rl whenerver
A v is N Complled Mutlel
Pl e ©ETTOT tesulls, an erfor message 1 Needed (Complie i
FHedby the runtime database processor. Fig, 3.16 Stepy of Optimiz
-

o
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Q.41. Discuss the different algorithms for each
relational algebra operations —

(i) Select (ii) Join (i) Project.

Ans, (i) Select Operation — There are many optiong
SELECT operation. Some depend on the file having specific
may apply only to certain types of selection conditions. Some
for implementing SELECT are discussed using the fo))
opcrations -

(op1) - oggn - 11215 (EMPLOYEE)

(OP?-] = ODNUMBER > § {D[:PARTNlENT)

(op3) - opng - s (EMPLOYEE)

(0P4) = Tpno = 5 AND SALARY > 30000 AND SEX = (EMPLOYEE)
(OPS) = OEssN - 12345 AND PNO = 10 (WORKS_ON)
Search Methods for Simple Selectlon —

arc examples of some of the search algorithms
a select operation —

of the fm‘la,vh‘

for CXegyy:
Ceesy p,
of the algor;

Owing Xany

The following search metho
that can be used 1o implemey

(a) Lincar Search (brute foree) —

Retrieve CVEry record
the file, and test whether its attribute yalues salisfy

the selection condition
(b) Binary Search — If the selection condition involves
equality comparison on n key uttribute on which the file is ordered, biny

search can be used. An example is opl i SSN is the ordering attribute for e
EMPLOYEE file,

(¢) Using a Primary Index (or hash key) — If the selecie
condition involves an equality comparison on o key ottribute with a primary inde
(or hash key), for instance SSN = * 12345" in op1, use the primary index (or b
key) to retrieve the record, This condition retrieves nt most a single record,

(@) Using Primary Index (o Retrleve Multiple Record:
! iwon condition is >, >=, <, or <= on n key field with o prin?
|nqcx. for instance DNUMBIER > § g op2, use the index to find the rtc_-"
satisfying the corresponding equality condition (DNUMBER = 5), then reric”

[}
all |.ulm:qucnl records in he (ordered) file, For the condition DNUMBER
retrieve all the preceding records.

If the compar

(¢) Using n Cluste
Ifthe selection condition involyey

with a clustering

&

ring Index to Retrleve Multiple Rt‘f‘",b ’
¥ § W i

i equality comparison on i non-key atr

|
e DNO = 5 4y op3, use the index 10 retne
dition,

ndex, for instyy
all the records satislying the con

(N Usin

. sl
. & Secondary (1y* tree) Index on an EQY
Comparlson - This se

. o inde
arch method retrieyes o sinple record il the I

Y
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multiple records if the indexing field is not a key. This

jeves : 5 . -
kldl!’w curn‘.l;:{l‘r comparisons involving >, >=, <, or <=,
e el O Complex Selectlon — If a condition of a SELECT

grch Met!ﬂ:'];iw condition, i.e., if it is made up of several simple
o i conu

qalien «cled with the AND Iogic.al connective as in op4. the DBMS
ions €O additional methods to implement the operation -

e e junctive Selection Using an Individual Index - If
: m. E?,,nany single simple condition is the conjunctive condition
"""mt\mmwh; that permits the use of one of the methods (b) to (Q, use
pas a0 ’c‘.:c;ss patt uilcw: the records and then check whether cach rctn.c‘\'cd
- wndl'u?“ 1(l,h:::n:n'mining simple conditions in the conjunctive condition.
et “5‘ Conjunctive Sclection Using a Composite Inqc: - If
a(u::bulcs are involved in equality condilio_ns in the conjunctive
m m'mm i n composite index (or hash structure) exists on the combined
:undih‘?n “n:t.::\t: “?“n index has been created on the composit‘c key (ESSN,
g:g{;iﬁz \\'Oi{‘KS_ON file for op5, we can use (he index dircctly.

(i) Comjunctive Selection by Intersection of R "‘1";"{ P, "1’:’:‘;";
If secondary indexes are available on more than one ol .ﬂ:;: llf: d :cllr:;:j{; i
simple conditions in the conjunctive cmuhllon._und il'the m‘ cxt..z lm ety
peinters rather than block pointers, then each index can be u.sc. i
setof record pointers that satisty the 'Imli\'i(lllllll condition. T[I'".IL :n-t-o;'unclivc
bese sets of record pointers gives the record pointers that su.usly !)u-”l‘- .ll e
cordition, which are then used to retrieve those records dll’L‘CH.}. ! :L‘ln yteslcd
ofthe conditions have secondary indexes, each rclricl\"cd record is further
© detlenmine whether it satisfies the remaining conditions. —
(i) Join Operation — The join upumt.inln is l‘hﬂ‘ most tllr:'lot. lj!oj N (e
operations in query processing. Here, the term join refers © “':' +icin which is
NA“.IR*\LJ()]N)_ There nre many ways (o implcmcnll I\ lwo-“‘ll?,:u ‘,;‘uw e
*hinon two files, The algorithms we consider are for join operatic
Roap.y S . sspectively. The
Where A and 13 are dumni?\-ci:lmpntihlc attributes ol R fmd S.;;,:':sz::l:;:illz\\'ing
oSt common techniques for performing such a join, Using
*ample operations —

PARTMENT
(Op1) - EMPLOYEE b yno-pnusbr DEP

oy EMPLOYEE
(0p2) - DEPARTMENT &4 papssn-ssy BN
W1 s foligws -

B3R

ach record Lin R

op) - or e
(brute foree) = | (st whether the

(n) Nested-loop Joln er loop) and

s S (inn
retrieve every record s from S (i

(outer 1
op), o ey
WO recordy satisly the join condition UA) sl
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(1) Single-loop Join (using an access stypelure (o retrjy,

i — If an index (
the matching records) i i .
<ay B of S, retrieve cach record tin R, one ava time (sing,

join attnibules,

loop), and then use the access structure to

or hash key) exists for-one of the py,

etnieve directly all matching recorg

< from § that sansfy s[B] = 1A S
() Sort-merge Join - 1T the records of R and S are physicall
sorted by value of the join attributes A and B, respectively, we can implemen

the join in the most efficient w
in order of the join attnibutes,

ay possible. Both files arc scanned concurrenty
matching the records that have the same valuy

for A and B. If the file are nat sorted, they may be srjrlcc} first by using exterrs!
sorting. In this method, pairs of file blocks are copied into memory huIT-crs_ [/
order and the records of each file are scanned nn‘Iy' once cflch fﬂr'm.ulchln‘
with the other file. Fig. 3.17 shows the sort-merge join algom_hr'n‘ We use Rij)
10 refer to the i@ record in R A variation of the sort-merge join can b!:- used
when secondary indexes exist on both join attributes. The indexes provide te

ability to access the records in order of the join
themselves are physically scattered all over the file blocks,

attributes, but the records
so this method

i involv $8ing 1
may be quite inefficient, as every record access may involve nccessing

different disk block.

sart the tuples in R on aitribute A; (*sssume R has m tuples {r«at:ﬂ '.1’
wort the taples in § on attribute B; (*aviume S has m tuples (records)

st =1, )+ 15

while {1 £n) and (] £ m)
de} T RENIA) = SOIIB)
then
elaelf RiII|A) < 5())|B)

then
el |
oulput

sel |+ J+1

setha=1+1
{* R{i)|A] = S())[B]. vo we output 2 matehed tuple”

the comblmed tuple <R(1), SU> o T: .
(*oulput other tuples that match R(I), If s0¥ ]
e 5 3 S(nish
hile (1 £ d (R(IA] = 5

:" t ( e ‘ﬂ.lpul the combined llr:'
<R(i), S(N> to Ts vt I+

] ay')
(*eulput other tuples that match S« If a0y
b < o (NIBIY
whilefk < n) and (R(K}A] = st g
de { n) 8 output the t'nblnc: :I_I?W
<Rik), SU}:-MT; acl

|
vel lo— b ) o= |

Fig. 3.17 Implementing the Operation T ¢- R ©< =B S
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() th'-jola — The records of files R and S are both hashed
\he same hash file, using the same hashing function on the join anributes A
of R and BofSas hashblce}'s. First, a single pass through the file with fewer
ecords (53%. R) hnsr!cs its records 1o the hash file buckets, this is called the
Fﬁd‘w phase, since the records of R are partitioned into the hash buckets.
e second phase, called tlfc probing phase, a single pass throu gh the other
fle (S) then hashes cach u_-.vf its records to probe the appropriate bucket, and
at record is combined with nl! malching records from R in that bucket. This
gmplified description of hash-join assumes that the smaller of the two files
fis enlirely into memory buckels afler the first phase.
(iil) Project Operation — A project 0peration T ypipue fx1-(R) is simple
p ixplement il <attribule list> includes a key of relation R, because in this
case the result of the operation will have the same number of tuples as R, but
sionly the values for the attributes in <attribute list> in cach tuple. If <attribute
10> does not include a key ol R, duplicate tuples must be eliminated. This is
4oz by sorting the result of the operation and then eliminating duplicate wples,
atich appear consecutively aller sorting. A sketch of the algorithm is shown
zfig 3.18. Hashing can also be used to eliminate duplicates as cach record is
Anted and inserted into a bucket of the hash file in memory, it is checked
aint those already in the bucket. [tis a duplicate, it is not inserted.

treate a luple i[<atiribute lat>] in T* for cach tuple t in R;

(*T' contalny the projecilon result hefore duplicate elimination®)
I cateribute lst> [acludes a key of R

then Te-T*
elve | sort the tuples in T';
set le=1, J&2;
while I=n
do | oulput the tuple T'[I] to T;
while T[i] = T'[J] and j$n do j+=]+1; (*climinate
duplicates®) lé=]; Ji-1+1
)
1

U7 contatan the profection result after duplicate climination *)
fig.3.18 Implementing the Operation T 7 cguribute fise>(R)

04 How does a DBMS represent a relational query evaluation plan 4
(R.GPV,, June 2010, Dec. 2011)

"F’::r: An exccution (evaluation) plan for a relational algebra clpl‘cssu:’n
Py aru & query trec includes information about the access methods
"m,,im cach relation as well as the algorithms to be used in cumpu!mg

Operalors represented in the tree, As a simple example, consider

P

Scanned with CamScanner




148 Datahate Management System (BE., V-Sem)
query Q, s pven below ~

Unit- 11 149
un is generated 1o execule groups of operations based on the
RESEARCH_DEPT € GpxamE-RESEARCI: (DE‘PARTM E‘.N‘r} pM{s yailable on the files involved in the query.
RESEARCH_EMPS « (RESEARCH_DEPT " DNUMBER. (i
“UNa

paia beuristic is 10 apply first the operations that rcl:luf:e the sin‘: of
EMPLO‘I'EE) :u.: results. This includes performing as early as posr._ubl:: SELECT
RESULT « Zrxane. INAME, ADDRESS (RF'SEARCH“EMPSJ _asbreduce the number of tuples and PROJECT operations to reduce
whose correspondmg relation algebra expression is

|, yemher of atiribules. This is done by moving SELECT and PROJECT
PNAME LNAME. ADDRESS (ODNAME = ‘RESEARCY: (DEPARTMENT, |

ors 38 far down the tree as possible. In addition, the SELECT and
P - : -« werstions that are most restrictive, i.e. result in relations with the fewest
. - DNU'.‘BERTbNO EMPLOY EE) ';-\f:-.h the smallest absolute size, should be execuled before other
The: query tree 5 Shown I g 3 -19.To convert this into an EXeCutigy :';m:mns.Th".s is done by reordering the leal nodes of the tree among
. e Sevia Tight choose an index search for the SELEC Operatipy md:ﬁ while avoiding cantesian products, and adjusting the rest of the
lassummg one custs), a table scan as ﬂmmr..m.mt. ADDREg  |eespropnaiely.
actess method for EMPLOYEE, a ‘
nzsied-loop jom algorthm for the Join,

S ONUMBER-DNG
end 3 scan of the JOIN result for the / \

A query optimizer should also estimate and compare the costs of exe cuting
PROJECT operator. In addition, the “hnanm

1y wng different exccution strategies and should choose the strategy
E=Revearch'  EMPLOYER v te lowest cost estimate. For this approach to work, nceurate cost
approach taken for excculing the query
may specify a metenalized or o pipelined  DEPARTMENT
evaluation

stmates are required so that different stralegies are compared fairl)f and
mltaly |n addivion, we must limit the number of execution stralegies o
Tree for Query Q,
emporary relanon (that is, the fes)

*uesdend, otherwise too much time will be spent making cost estimates
e many possible execution strutegies. This approach is called as cost-
of an operation is stored ass e guery optimization.
ultis physically malerialized). For exampl,
the join operation can be computed i
relation,

Fig. 3.19 A Query
With materialized evaluation, the resuly

Q4. Discuss the cost components for a cost function that is used to
ythe a) gorithm that computes the PROJECT nimale Juery executio

Operation. which would produce th,

pipelined evaluation, a the result

n cost. Which cost components are used most after
¢ query result table. On the other hand, wit |**8is for cost functions ?

ing Wples of an operation are produced, ba | iy The cost of executing a query involves the following components —
are forwarded durertly 1o the pexy ©peration in the query sequence. For example (0 Access Cost 1o Secondary Storage — This s the cost of searching
8s the selected wuples from DEPARTMENT are produced by the SELECT hm‘-ﬁg.md \\T‘Il'lng- data blocks that reside on secondary storage, mainly
operation, they are plaged in 2 buffer; the JOIN operation algorithm would ﬁiﬁ &K The cost of searching for records in a file depends on J.hr_: type of
consume the buffer, and those tuples that result from the Jm'.'{ % Structures on (hat file such as ordering, hashing, and primary :;
< projection operation algorithm. The nd\'ﬂnlﬂl‘:c; Srediey indexcs, In addition, the factors such as whether the file blo:l‘ k
£ 10 10t having 10 write the intermediate results rf““““‘ comtiguously on the same disk cylinder or scatiered on the dis!
Tead them back for the next operation. e acces ooy
?‘“' What is meany by term hewrisyic
hrulw.t.ﬁr thar iy applied during query

eptimization ?

tuples from the
OPETILON are pipelined 1o th

pipchining is the Cost savyy
disk and noy having 1o

gif
optimization ? Discuss the ™

i i iate files
{ii) Storage Cost - This is the cost of storing any intermediate
optimization. Wihat is cost b I "% tenerated by an execution strategy for the query.
) (R.GPV., Nov. i g ¥
ique that apply heuristic f::;;; R
ot a query, which is usually in the fo )
Jucry trec or a query graph data Wdture, 19 improve its expected perfor” figh “111-"“
T hr_: parserof a high-leve| Query first pencrates an initial internal represen® ki
which is then optimized accordi

RN | Ly
A o o 1, 84y i
"2 10 heunstic rules. Following tha!

1 3

Ans. The heuristic Optimization is techn
modify the intemnal rep

ini number
(iii) Memory Usage Cost - This is the cost pertaining to the
Tesentation

™ buflers required during query execution.

" L . ing in memaory
V) Computation Cost - This is the cost f?f Wg‘c::'zﬁ
" on the daa bufTers during query execution.

eralions are
: join, and performing
"2 for and soring records, merging records for a join, pe

“UHONS on [icld values.
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Q3. Explain durability in transaction, (R.Gp K,
Ans Refer 10 Q2 (iv),

Q.4. What do you mean by consistency in transq ction ?

i (R.Gpy
Ars. Refer 1o Q.2 (ii).

QX Explain various fransaction states with their description, Also 4,
e o, (RGEV,, e, 20
E slates —

e !

Ars A tansaction must be in one of the followin

(1) Active -1t is the initial state of (he trans,
stays m this state while it is executing,

(i) Partially Commirted —
the final statement hac been executed

fizi) Feiled - The 1ra
Execution can no longer proce:

(iv) Aborted-The
has been rolied back an
transacy

ﬂClinI‘I. .I'hc 'mﬂsminq

The transaction enters

in this state aﬁﬁr};

nsaction enters
ed,

ransaction enters i
d the database has been

in this state il the Normyl

[
nthis state afler the transactigy’

restored 1o its stage prior tothe
stan of the

0n.

v) Commired -

The transaction enters inthis state afier successfyl
completion,

Fig 41 showsa state ¢
moves through its executio
slale and stars
the transaction en

S0me recovery protocols ne
an ability to record the €

¥ commitled
ed 10 ensure that g system fail

hanges of the lransaction pe

state. At this point,
ure will not resullin

s execulion successfully
the database.

Begin

Fig. 4.1 State Transition Diagram Mustrating the States for

Transuctio”
Execution

‘:; D'l‘.‘. 2016 I
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ion can o to the failed state if one of the chc,:ks fails

oo »w::;ncd duning its active state. The lrans?clmn may

L] i k to undo the effect of its write operations on the

plemlod b nds 1o the transaction leaving the system.

5 o sl respond i tically or
g jons may be restarted later either automa

sacll :
i "ﬂln by the user as brand new transactions,
ﬁﬂi‘lﬂﬂ-rd iy

saction processing.
i - m;:!.zl:r;"}::r 2004, 2005, Dec. 2005, June 2007)

ction is a logical unit nfd.\lnhuf: pm:css.ing that l|'|:.cl::.:i:.s
e oncrations such as insertion, deletion, modi ficati
T “E:s:c ‘I:C rahions that form a transaction c'an cuht_.'r' tlw.
ol The data : |i:: program or they can be specified interactiy ch)'
e l'-"f lanpuage such as SQL, where i is dchmlncd ¥
an T 'J“;r} in rf:::;arlimr and end transaction. In 'Ihl} fuscc.
ﬂ'ﬂ “’}!‘ ; rﬂnﬂm;fms between the two are considered as fnm::::;t (;:n
::::nc;:‘::phcatiun program may contain more than one tra

I rmums several transaction boundanes.

Tntssctions access data using two urn‘.'rnfiﬂﬂ! : i e T
i Read (X) - It transfers the data item X fro

ad operation,
1= 4T belonging to the transaction that executed the re pe

: local bufTer of
{u) Write (X) - It transfers the data item :.:;Tu“.u o
“muacten that executed the write back to the

T,

42 dhows examples of two Ty =
=‘;‘|c mnsactions. The read- - x‘_ N: X=X+ M
el Lli‘lr'.sth:l.i::n-| is the set of all ".- P g:“ write (X):
%3l e ransaction reads, and read (V)
1% 4elisthe set of all items that ¥ :h\{\'.l"

- 14 . ﬂ T

rcten writes. For example, jon T, (b) Transaction T;
"‘l-i:tuf'l‘ in fig 42 is (X, (@ Transacti

! 1infig 42 is

Transactions
N Fig. 4.2 Two Sample

nts (TCS)-
l‘r'Rm(‘LF’ v, June 2010)

ither completed in its
1s are as follows —
beginning of

B85 write-set s also (X, Y).

trol sta
0. White short note om transaction con

transa i ; atise

An g ction is an atomic unit of W o:l:tl:lmm

R or noy done at all, Transaction contro oo
fii BEGIN TRANSACTION - T

HEon execution.

(i} READ or WRIT, g5
“d"'"bne items that are executed as P

: ions on
ify read or wrile Operatio
E — These :ir:ecﬁl (ransaction.

f
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(iitt END_TRANSACTION - This specifies thay READ an
transacton operatons have ended and marks the end of tran
However,

L‘l“‘RI
3t this pomt it may be necessary 10 cheek wh

*3011()“ a

: C
mireduced by the transacuon can he permanently applied 1o the dat
\Commitied) ot whether the transaction has 1o be aborted b&‘(‘auqc T
senalizzbility o for some other feasons.

() COMMIT-TR AINSACTION - This signals
the transaction <o that any changes (updates) executed by
be saflehy commmad 1o the database and will not be undo
(v) ROLLBACK (or ABORT) -

ded unsuccessfully, so thay any chan
may have apphied 10 the datshase must be

a SUccessf,
the iy

ne.
This signals that the
ges or effects thy
undone,

Veng

has eq

the

Q.8. Transaction usually cannoy be nested inside one anather,
R.GRI,
Ans. Sucha feature of transactio

nwill ereate conflic
of transaction atomacty, Su

PPpose what would happen

and the following sequence
BEGIN TRANS ACTION(A),

BEGIN TRANSACTION (B),

Uansaction B updates tuple ;
CoMMIT (B),

nested inwide lransaction A

ROLLBACK (A),
I tuple 145

restored 1o s pre-
Was not 1n fact

a COMMIT a3

n01 be restored 4
cannot be performed.

By ohserving this, we can s
PIOEram can excoute 3 BEGIN I
no transacuon Cumrently erecuting
Q.9. Explain wriuﬁ:uhiﬁg‘. Also, dixcuss the kinds of -“'"'"":"bmznl

(RGP, Dec

Or
Define serializg bility and differe

b
(R.GPV., June =
Ans. A seriali;

[0
r . . ; anteed
schedule whose effect on ANy consistent database instance is guara

'{:#E -
w

EXecy,,
Sther 1, 11"‘?-
Tiy
ﬂbak
\'lﬁ]m“

ansactigy, Ca

1ranr.acnon
trinsacyjy

"‘hyna:r
Dee, 2013
ton with the objectiys
W iransaction o were
of evenis occurred -

A value at this point, then B's COM'\.'HI,T
However, if B's COMMIT was 8'-:“"\‘n
0115 pre-A value, and hence A's ROLLB!

aeted and?
¥ that transactions cannot be nested ?lt”
RANSACTION operation only when

i
T N ';uf’l""‘-
ntigte conflict and view seriali a

!
= 3 o
. gachion® =
able schedule over 5 c1 8 of committed transac

Unit-1v 155

i v is, the database
serial schedule over S. That is, '
{ ;mﬁxi?ﬁng the transactions in some senal order.
i .

T1

erializat le
s A Serializable Schedule  Fig. 4.4 Another Serializable Schedu
[ 3

ble. Even though,
uneemple, the schedule shownin fig 4 31s scnalll;.t‘d';h: Sl
cmvefT1and T2 are interleas ed, the result u: this 8¢ ]L-h bl
=g Tlim its entirety) and then runming 12 Intmll'-u. " ik
_53 snotimfluenced by T2's actions on A, and the m.: : ::
eauons are swapped to obtun the senal schedule T1, -T —
o 1y indiilerent ondens muy prosduce ditferen hm;
SRR RN ST N : 3 p—
'“‘F;Wmml to be accepable. The DHMS makes m':'u;l: o
delhem will be the outcome of an interleas ed t\niun- e
A ansactions from fig 43 can be interlcave ;l'\ l 1-1‘ o i
el . | Wi - .
e o senalizable, s equivalent o the seral \‘ ,T ving TWo 1ypes -
g ‘ Howing ype
Mads of Seriatizability - Seralizabihity canbe l: l:' ; L
e li-abil ; Jder a schadule _ s
) Confli 1 Nerializabiling — Consy iy respectively i 4
" Mrenavg 11‘\1'J\:L'l!-.=n‘.i and 1, of ransactions T, JT‘:,'IiL- k‘\t s
by Wikl .‘hu B ILl. swever, 1 L and | refer
.::'“""""“'ﬂ'n of any nstruction in the schedule. t: oy e e
Moo dita stem Q, then the order of steps may m -‘;,I;mcuum =
P hile & ynly read and wnte ; Pm—
iur&d.‘“‘l“h'h&u‘h“g e The order of 1. and l.J
a1, = ead (), 1, = vend(Q). 1€ regardless of the order.
i ! ). cad by T, and T}, ; T, )
e the same value of Q is re | comes before b, the o
= 1 = wnte (Y i L : omes before 1, then
PO~ sl 1) L ction. 1T 1, &c :
i ' ; by T, in instru {1 and 1, matters.
1 5B value of Q that is writien by I Tus. the order ol | =
b A deie et The order of 1, and 1, ma
(€)1, = wnte (@), 1, = read (Q)
1

B

N instructions
Pl ey hese

fu
W)L e (Q), 1, = write (Q). The order @ —-
= w ;

“ ‘"m et = A 1
er T, o1 T are wii pers )
. | v » SHiceE tlDl‘! wnie O rations law

1 -
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Unit - Iv
Value obtaned by the next read

157
_ _ that, regardless of the initial system state, schedule 1 will
(O) instruction of 5 1 fectey . o e | state as will some serial schedule.

result of only the latter of the two write mnstructions is Preserveq iy, lh;: d:t‘t 1 s final s - -
If there 15 no other wnite (Q) nstruction after 1, ang linsg, then g, nh 3 1
|, and lJ dlf::llyﬂaﬁcru the final value of Qin the dntahasc Slate thay ,._.:r Read (Q)
from schedule S, - Write (Q)

Wesay that | and | conflict if they are operations by dilﬁ'crcnl Uransgey, &e:‘m o
onthe same data item, and at Jeast one of these Instructions js o Write Operay s Read (1)

For example, consider the schedule | in fig. 4.5 The Write (A) “mmt:"‘ Wrile (1) 1 D
of T, conflicts with the read (A) nstruction of Ts. }lou.'cvcr, ¢ Write [rj Fa. 47 Schedule 3 = A Serial Fig. 4.8 Sche
mstruction of T, does not conflict with the read (1) Instruction of T, becaye A
the two instructions 2ccess different dagg tems,

Let 1 and [ be

consecutive 1ns

Schedale Equivalent te Schedule 1

mstructions of differ
land 1 can be
equinvalen
except for |, and |,

Since the write (A) 1nst
the read (B) nstruc
cqunaleny s

the same finy) SVslem stage

ent ransactin
"apped to produce a new sche
1o 8§ smee a) mnstruc

whose or,

ruction of T: ins
won of T]. w

hedule, schedule 2

ructions of g sched
nsand |, and 1, do noy

der does noy matter,

€ can swap these
n fig. 4.6.

dule §'. 1t js ¢
ons 2ppear in the same order

chedule 1 does

mstructions 1o

ule §, IT1, ang

I3
5 ]
conllict, the

e
order of
Xpected thay g
in both sched uley

not conflict wiy
Benerale i

. i c §' by a series of
Faschedule S can be transformed ":lw : :-'hc:] -ul-:n:ﬂft‘i equivalent.
sl eonconflicing instructions, the S and §' a b ‘ RS i
5 fconthict cquivalence leads o the concept of contlict se ek
!jt]:?“:]n(::;ﬂ'!l:c\\llri';hmh':c hits conthictequivalent to asenal -x::::: :.f
Le 3 i 7 Cooperations

F4.48 shows schedule 4, which consists of read 'm;] ‘:;;:k i
-'.'.»*:E.m»T\ and T, This schedule 1s not conthict senalzable,

=33 lemd

=T

Schedules | and 2

2 <Ty, Ty
- * senal schedule 4.
o either the serial schedule <Ty, Ty or the se

s not
_ result, but are no
T4 posaible that two schedules produce the same

both produce bl s i i
A20ecum alen i =5 S and S with the

fii) View Serializability - Consider two “:“dull he schedules § and

T T, T, T, “etofl innsactions participating in h‘_“!‘ ""h_“_hfl:?‘j,,,.,.u are met -

Tl be view cquivalent if following three ¢ T, reads the ininal value
‘r.‘cr:;n&‘ Read (4) () For each data item Q. if 1:ral\\~1'-'““;‘ q" must read the initial
Saiia Vrite (A) Sisad tAd 0a chedule S, then transaction T, in schedule '

Write (A i ' S n
" (8) Read (8) | \wpye ) el Fransaction T, exccutes read (Q) s

W : { transac . sxecule
file (1) Write (1) i) For cach data tem Q, 1 by a write (Q) operation e B
Restm) i ":,'1 U24eS, and if that value was produced by : i transaction T, in schedu Q)
—_— SHERES l"J’l‘ﬁl:*{u\nT then the read (Q) uwr.ult'“‘:! d by the same wrile g
" : S s HIE : s produce
Fig. 4.5 Schedule | - Sﬁon‘ing Fig. 4.6 Schedule 2 — Sehedule Rt 1lgg ey J thc value of Q that was pr -
Only the Read ang Write ! after Swapping of a Pair Tnion of trnsaction Ty ' {he transaction (if any) that p
Instructions of Instruction (€ For each data item Q,
Now, Conlinue 1 swap mnwhnmmg instructions —
(3) Swap the read (BY insiryey

Instruction of T,

(b) Sw ap
mstruction of T,

ite (Q)
he final write (
t perform 1

Yefay wnite (). Operation in schedule S must pe —
, vk s , sam ‘

SO0 N sehedule §°. that cach transaction Mdsl:::m Condition

: ure tha ompu : el &
.hljr'nd.ulnms (a)and l:) C?:“_ performs the sal;ncl l‘:m lhpsch"dulcs result in
iy ,..‘1 “,lh:'m_‘;: “d&.:. ﬂi (a) and (b), ensures tha Faicw
. “4pled with conditions tol v
[ cC
" ume finy| system state. leads 1o the c(‘_" r-“-alcnl io:a
b f view equivalence ble if it is view €qul

. £ concept of v - sw serializable
. T Al gy Nalabiity Aschedule S is view
P 15 schedule 3 as shown in fig. le. TH L
€ 115 cquivalent 10 a serial schedu

Uschedule, A .
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ion of T, with the read

ey (A

" " rite |
the write (B) instruction of Ty with the wn
‘I

s o pead U
(€} Swap the wrige (B) instruction of T, with the re

mstruction of T,

The final resuly of these sw
senal schedule. Thus, schedy
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For example, fig. 4.9 shows schedule 5, T %
which is view serializable. lt is view equivalent 3 4 Y,
to the senial schedule <T, Ty, Te>. since the | Read (Q)
one read (Q) instruction reads the imtial value Write (Q)
of Q, and T, performs the final wnite of Q. | Write (@) Write g,
o el st 749 Scheanie s g
k. Serializable s}, edule
Q.10. Write short note on serializabiliry.

“ (R.GPY., JTune 2006, Noy, 201y

Whar ix srrﬁﬁ:ﬂbiﬁl_r ?

(RGEY,
Ans. Refer 10 Q9.

June 2016
Q-11. What is serializability ? Write an algorithm for testing confli
serializability of a schedule. £ conflice

(R.GEV., Dec, 200
Ans. Serializability - Refer 10 Q9.

Algorithm for Testing Confliet

Serializability of Schedule -
Tesung conflic

1senalzability of a schedule §.
For each transacuion
led T, 1n the precedence

i 1, participating in schedule S, create a
node labe graph

(m) For each case in § where T, executes a read item (X) after T,
crecuies a wile_item (X)), create an edge (T, — Ti)in the precedence praph
where T, executes a write_item(X) after T,
m (X). create an edge (T, = T)) in the precedence graph
0v) For each case in § w
crecules a wnte_viem (X), create

(v) The schedyle
has no cycle

Q.12

tw) For each case in §
execules a read e

here T, executes a write item (X) after :
ancdge (T, = T ) in the precedence grapt
Sissenalizable if and only if the precedence graph

Explain ACID preperties. Explain seriatizability of schedule.

(R.GPV., Dec. 2006
Ans. Refer 1o Q2 and Q9.

0.13. Whar ix the wtility of normali

]
i : prm’
i zation and various normal fi
lain the concept of rumvaction gio

micity and serializability. i
(RGP, Dec <

izali z _ Refet®
alization and Various Normal Forms I
(Uit 111y

Transaction Atomicity - Befer 10 0.2 (i),
Serializability - Refer 1 09

Lxp

Ans. Utiling of Norm
Q.1 (Unu-N1y and 2

P .
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=y v rious types of serializability with a suitable example,
?;J.Iﬂl‘f” 1 (R.GPV. Dec. 2011)
L,_,'_ peler 10 Q9"

gl Explain recoverable schedule, (R.GPV., Dec. 2010

s recoverable schedule 1s one where, for each pair of transactions
(% 3 AN : : g Z
7 ech that T reads a data item previously written by T, the commit

HandT :rp-.:.;ars before the commit operation of T;

yymmsaction T, fanls due to any reason, we need

=k the effect of this transaction to ensure the Ty Ty
= popery of the lpnsnlcmm. Ina .\'_r-.lcr-n 1.!1:11 -

L concumrent execution, s also necessary h_\ Mrite (A) L
=2hat any transaction T; that is dependent on T, RAC.H?
1 b read dats written by T)) 1s also abonted. | Read

mdat chedule 6 in fig. 410, in which transaction

Lfoms ealy one transaction read (A). Suppose Fig. 4.10 Schedule 6
Zeesystem allows T, to commut immediately after executing the read ( A)
wton, Thus, T, commuts before T, does. Now, suppose that Ty t.'u.ls
et commits, Since T, has read the value of data tem A wnitten hy.ld,,'
25t 3ot Ty 10 ensure transaction atomicity. How ever, I has alrea _}.
"%l and cannot be aborted. Thus, there is situation from where it is
Sorteto recover correctly from the failure of Ty, Thus, schedule 615 a
"moverable sehedule, which should not be allowed. Mostdatabase systems
S hatall sehedules be recoverable.

JI2V., Dec. 2010)
018 Explain cascadeless schedule. (R.GF £

. 1% A cascadeless schedule is one where, for cach P;I-IT('“ :::":i:::::
& TJ such tha TI reads o data item previously wntien by g
ol T, appears before the read operation of T, - trom the failure of
Bienifa schedule 1s recoverable, o recover cnrrccl'i).‘kn Siostbmrad
Yrsstion T, several transactions are to be rolled back. -
 Mransactions have read data written by T,
¥ schodule 7 of fig. 4 11 Trunsaction Ty “’f"\
3 'r.:.uu.uenT|1-Tr-m-'-.lcli.un 11 writes a value of/
Seppose that, at this point, T fails. T
‘ & tolled back. Since T,y is dcl"““d“'_"l
o Ty must be rolted back. Since T2 i8
Rzt on T,,. T,, must be rolled '!JGCk-
o Phefomenon, in which a single
Caction fajlyre leads 1o a series of
L 53N0n roliback, is called cascading
Teal

e

For example, consider the
es 2 value of A that s read
.th;n is read by trunsaction

Read (A)
Pead (1)
Write (A)

Resd(A)

el A
Woritel sl A

Fig. 4.11 Schedule 7
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Cascading rollback is undesirable, since it leads to the undoiy
enificant amount of work. [t 1s desirable to restrict the schedy
where cascading rollbacks cannot occur.

of y
les 1o thos,

Q.17. What do you mean by schedule in the contexy of """ﬂtrrpm
exccution of transactions in RDEMS ? What is seriali-ahle schedule »

(RGP, Deg, 20”)
Anc A schedule (or history) S of n transactions T, T,,.

ordenng of the operstions of the transactions subject to the cons
cach tansaction T, that parucipates in S, the operations of T,
mn the same order i whick they occur in T, Howey er, that
other transactions T, can be mterleaved with the ope

el Tois an
traint thay o,
n S musy appear
operations Irom
rations of T, in §.
Twao operations m a schedule are said 1o conflict if they satisfy ]| three
of the followng condimons -

(1) They belong to different transactions.

fu) They access the same item X,

(1) At least one of the operations is a write_item (X),
A schedule S of n transactions T, T,y

..... + Ty is said 1o be a complete
schedule if the following conditions hold -

(i) The operations in S are exactly those operations in T TowensT
mcluding a commit or abon operation as the last operation for each transaction
1 the scheduls

(u) Fo

rany pair of operations from the same transaction T;, their
order of sppearance in S is the same as their order of appearance in T,

() For any two conflicting operations, one of the two must occus
before the other in the schedule.

Aschedule is called serialif the operations of each transaction are exeeuted
consecutivel

Y without any interleaved operations from other transaction.
A schedule is called inger]

. caved nonserial if cach sequence interleaves
Operations from two ransactions,

Fig 412 shows lour s¢)
sactions are perfo
(0). and T, and then T
nonsenal.

iedules. Schedules A and B are serial b'-‘ciu;:
rmed in serial order — Ty and then T, in fig- sr;
pin fig 412 (b) Schedules C and D in fig. 4.12 (€)

Formally, a schedyle S is serial if for ev ery ransaction T puﬂicipnliﬂglm
the schedule, all the OPETRIONS of T ase executed conseeutively in the schedl ;
Otherwise, the schedule is called non-serial. Hence, in a serial schedule. ﬂ"[‘v
OnE IENsaction i a time is actve, N inlert ; dwdulh

The cum.c_ju of sun:ulu.:b;]“) of sch hi
schedules are correct when lransaction ¢

caving occurs in a senal s
¥ v W
edules 15 used to idenuly ¥
cav iyt O

recutions have interleaving

7

i (et

Unit-1v 161
_cathe schedules. A schedule S of n transactions i serializable if iy
‘::dl“ some serial schedule of the same n transactions, Each serig]

"1 consists of 3 sequence of instructions from various transactions,
L

f BW““’M belonging 1o one single trunsaction appear together in
’dcﬂ" Thus, there are n ! possible serial schedules of n lransactions
zymore possible nonserial schedules. Saying that a nonserial schedule
| cbleisequivalent o saying that it is correct, because it is equivalent
el schedule, which is considered correct.

T T, T, T,
wd_iemiX); read_item(X)
(O Ni=X4A:
write_ltemi(X); ; wrile_ltem(X);
mad_liemiY); read_ltem(X); e

L The R
write_Wem(Y); write_ltem(\);
= read_ltem(N) read _ltemiy );
Ne=NsAL Yi=VaN;
write_ltem(X); write_llem(Y):
Schedule A Schedule B
(#) Serial Schedule (b) Serial Schedule
A=T, followed by T, B —T, Followed by T,
T, 1, T bt
::’-‘f::;.lxh read_item(X);

read_ltem(X) Xe=X-Ni

T write_item(X): -
oo ; write_ltem(X);
Yy write_ltem(X); ;:"‘:T:']:""“]'

YN - : et
'l'ilt_iem(\']: write_item(Y);
le D
Schedule € Schedule
4T

Nonserial Schedules C and D with Interleaving of Operations
fed12 Examples of Serial and Nonserial Schedules Involving
Transactions T, and T3 )
UL gy is a schedule ? What is an interleaved sdm{ui; ? l?‘;: 3‘
lated 19 the term serializability ? (R.GP¥., Dec.
g Refer 1o Q.17

is meant by
W ne o o tion failures. What

g 'pes of transacti » . 2006
“ephi ;:,:,ﬁ:ﬁm el (R.GPY., Dec. 2006)

s slem, and media
™ Failuges gre generally classified as mnsnc“oma:fi?m to fail in
“ There g several possible reasons for a trans
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middle of execution -

Unit- IV 163

ot evef 2 transaction 1s submitted to a DBMS for exccution. the
i Jh e 7 alkine ¢ « 1h ~t = L e . "
(i) A Computer Failure (System Crash) — A hardware k v ayponsible fer making sure that |I.11|111r .11.1 the operations in the
» . # % 0n § 4 [ 1 P | xR o B o : ; . I
or netwark error accurs in the computer system during ransaction cin wargh” e completed successd ully and 1.1.“ ir effect is recorded mim] nently
Hardware crashes are usually media fatlures, Forexam ple, main me Xecutins ", by o the transaction has no effect v.h:nm-_:\er on the l.:ﬂll'lhi‘t‘:'ﬂ.‘ or
= . . mory faj) S rcactions. The DBMS must not permit some operations of a
(ii) A Transaction or System Error — Some Operatian - o her AL . ‘ ons
transaction may cause it 1o fail, such as integer overflow or di "alion jp ‘h‘ v Ttabe applicd 1o the database while other Opcnmm_vj.uf“| are ot
Transaction faézl-.-..'t may also occur because of erroncous o Wision by e ‘ fappen i3 iransaction fails after executing some of its operations
= g s G p Rmeter Valugs LS aqll of them. Recovery from failures means that the database
bezause of a lopieal programming error. In addition the user may j o] igeevecuine all of them, . : - .
transaction dunng s execution Y Intermupy i, s « most consisient state just before the time of failure. To do
A v keep information about the changes that were applied to
. ' aepjem mUsL Kecp in al | | -
f_" ) Local Errors or Ex('tj?lf‘_’rl Cﬂnd{ﬂons Detected by thel. cs 5y e vanous ransacuons, This information is kept in system log.
Transaction - Dunng wransaction execution, certain conditions may oce g g8 b
that necessitate cancellation of the transaction. For exctinghe o oo

fansacuon may not be found An exception co
account balance 1n a blanking database

fund withdrawal, to be cancelled. This ¢
the transaction wself, and hence would n

ol be considered a failure.
(iv) Concurrency Control Enforcement -

m_:thnd may tf'au:l.l:lc to abort the transaction, to be
Violaes serializability or because sey eral transaction
{¥) Disk Failure - Some disk blocks

2 read o wite malfunction or

may happen

the transaction.

(vi) Physical Problems and Catastro, i

phes —This refers to an

hist of problems tha includes

sabotape, overwritn
by the operator

Failures of types 1,

6. Whenever g failure

sufficient wiomanor
austrophc failures of pe S or 6 do not
TECONETY 18 4 major fagk

;
2% Whatsre ‘:" recovery implications of physical writing

-

buffers at COMMIT »

Ans. The recovery
COMMI‘I cApress that

0.21

(R.GPV., Dec

+ Write short note on recovery system in DBMS.

(R.GPY., Dec
. Or
Wity we need to do recove

recovery.,

(R.GP)., MaY

ndition such as insuflici
+ May cause a transaction, such as
xceplion should be programmed i

The concurrency contrs
restarted later, because #

may lose their data becauseef

because of a disk read/write head crash. Ths
dunng a read or a write operation of

power or air-conditioning failure, fire, thels
B disks or tapes by mistake, and mounting a wrong b

+3 and 4 are more common than those of types 3¢ &
of type | through 4 occurs, the system must ke
W0 fecover from the failure. Disk failure or o0

happen frequently; if they do 06

datahs®

oo i1
"mplications of physical writing database b;_;ﬂ'::
Fedo is never necessary following system failu

st
7y in DBMS ? Explain various method )

gormaly, 3 ypreal strategy for recovery may be summanzed as follows -

for 1hg (i) 1f there ts extensive damage to a wide portion of the database
ety » mastrophic fatlure, such a disk crash, the recovery method stores a
sopy of the database that was backed up to a_rchnul storage and
=imes 2 more current state by reapplying or redoing the operations of
=fed transactions from the backed up log, up to the time of failure.

i) When the database is not physically damaged but has become
mitenl due to noncatastrophic fulures. The strategy IS 1o reverse any
=yt caused the inconsistency by undoing some operalions. )

There are two main techniques for recovery from noncatastrophic
220 fatlures (1) deferred update and (i) immediate update.

(12 State with examples desirable praperties

endi by log used for ?

of a transaction. What is
(R.GPV., June 2010)
1= Properties of a Transaction - Refer to Q.2
i hase
: [ used for recording databa
N ,’f"m L“}! Wl s ding all the update activities
=latons, tisa sequence of log records, recording . tack tac
"= dtbase. We use this log to recover form failures an e
€10 the consistent state. An update log record .cnnufsm f:;: 1;; n;c vl
(i) Transaction Identifier = It uniquel_y Idm—“m.;c ';.; g
(i) Data Item Identifier - I uniquely mm‘.‘“csbcfmt 1o the writc.
(iii) OId Value — 1t is the value of the data ?tem e iy
fiv) New Value — 1t is the value of the data em.
after the write.

flo
are many types of log records, We denote the various types ol l0g
ot 35 follows —

2008 R

: d
0 <, start > Transaction Ty W W00,y 3 wrte on data
W <, Xj Vi, V2> {mnsnclinT!Tl_:';‘:;E‘; value V3 after the write,
oy e wi 2
v X, has value V| before the wnlLInn g Geinesitod
iii) < T, commit > Transachon b e
f{iv) < T. abort > Transaction Tj has aboriet
i

2004

2017

1

—
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Unit- IV 165
Whenever a transaction performs write operation, databage is od  Whatare checkpoints, and why are they important ?
only when lag record for that write is created. And logs May o o) ‘ﬁed i Or .
contain the record of reading of data-item. It s so hc--:auSL‘. Wading the Wcmipaim record. (R.GF. -1' . '
item daes not affect the consistency of the database and is noWhere ey '~r heckpoint is 4 type of entry in the log. A [chcckpv{im] record is
fecovery mechanism Pl m":].l log periodically at that point when the system writes out to the
Once a log record euists, we can output the modifications of the datah, ,ﬂJn d"s'-.‘lu DBMS bufTers that have b'f'cn mudi.l-!cd.'.-\s a.crnsch(i!;fnfz
if that 1s desirable. Also we have the ability 10 undo a modification thay g:c' i‘&mﬂ;lions that have their [commit, T] entries in the log before
already been output o the database. We undo it by using the old-y "'
the log records

Two technigues for using the log 10 ensure trans
fulures are as follows -
(1) Deferred database modification
() Immediate datahase modification.
Q.23. Whart is a transaction in database ? Discuss the

tremsaction along with various states of transaction. Briefty

of log file in database recovery,
Ans Transaction - Refer 10 Q.1.
Property of Transaction — Refer 10 Q2.
States of Transaction - Refer 10 Q.5,
Log File - Refer to Q.22

Q.24 State the write-ghead log rule. Why is the rule necessary ?

Anms Generally, transactions are cons
they are alyg specified as
suscessfully commps then
Permatently inoal)e
moment

idered as the unit of work, howeve.
the system will ¢
4 in the dawbase, even if the system crashes the
Generally, 145 gy,

commu has been

Perlormed but before the updat
o the databaye

They may sull be Joo
¢ disa
System’s restan prog,
able to find ouwt the
log. It followy the
physically wnne

es have been physically W
hing for their chance in a main me

alucs o be w fiten b
write-ahiead |

n before comm

alue field i

action atomicity despitg

rroperty of
discuss purpose
(R.GPY, June 201

(R.GIV., Dec. 2010

- = an<acen
the unit of recovery. Thus, when a tl’.!l‘ls;‘l_ﬂl;"e
nsure that its updates will

or Lhe
15ted, suppose that the system may crash afi¢

Preared st the ime of (he crash. Even 1f that 0‘-""'"“?.' s
edure will sy msull those updates in the damh.ns.ﬁn ¢
¥ nspectng the relevant entnes l-;l
O rule which expresses that the 1o mus

ivrl] entry do not need do have their WRITE npura@ns redone u't
?.-:;;-;;w:m érash. since all their updates will be recorded in the database
iy tanng checkpointing, ‘ -~
:x&::ut\:r;::t‘ap:agur 3[ a DBMS must ‘d-:cbidc at what |nlcn'ul‘s :::::::;
sdpant The interval may be measured in time-say, c\'u:r-}j:n mlln -
(emrber ¢ of committed transactions sincc_ the last ci_lu.. point, Y
silzs of moor tare system parameters. Taking a checkpoint consis
:tlowmg actions — .
{1 Suspend exccution of transactions temporarily.,

sin. ligwn ified
i} Force-write all main memory buffers that have been modifie
1

L

R o l
) Write a [checkpoint] record 1o the log, and force-write the log

by
““l Rl‘&l.l.l'l‘!l.‘ csc(.‘uiil'lg ll:ll'l'.\;lL‘li(‘lnS,

i sing chechpoint,
: it ery after system failure us
026 Explain the recovery .I"rnn;};- c{f’l'JJum s, Dec: 2008, 2010)
ds ns ajor problems —
An, Recovery using the log records cnntam-.. 1w ;.\ ﬂ\.litjr“[:‘gm i
W The search process is ime L‘t‘ll'l.'\l.l!'l"llﬂg.:l; u::{mnmnmc[iom-
ohery tequires justthe scanning of log asa \\I'hnlu or b
(1) Most of the transactions that according u.n :1:- .:;1 i
\mchaye already written their updates into the d:‘:.:‘ ;:n-' o i
d ill nevertheless cause v k
#il cause no harm, it will nevert R i chdcipinE: |
but periodically performs

kng
nevt

niten

nn T0 reduce these types of overheads,

Danngexecution, the DBMS maintains the log.
L T consisting of the following actions ; o
: P Tcmpur-lm}' halting the imtiation 0 n
o768 wre committed or aborted.

transaction until all the
b"\:

: o Thus. 3 § 1) Making a backup copy of d:l.'l:.'l.hiSl-'-. ing in primary memory to
' processing can complete. - pesh? by all log records currently residing

transactions tha completed Suscessiully will be recovered by the Jalet | oy, SRl

procedure. These Wransschions d,g m“.mmagc 10 achieve their UP ol * Morpe,

physically written PrIoT o the grag) '

i faged Lthe U
Hence, transactions are indeed t
recovery.

dicating that a

(@'

I
Scanned with CamScanner
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1o disk storage.
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|
In this, after a failure has occurred. the recovery sehe
AL SR

nost recent transaction T. that started
the most recent checkpomt took place

- | .y for one of the other transactions in the set to release the lock
log to determ EXaming, 1 é £
: EXecutipg k. % 450 & 2
< Deforg g’ 113 shows that two transactions T, and T'; are deadlocked in a
For this, we scarch log backward from the sele Ty is on the waiting queue for X, which is locked by T, and

end of ]ng untij

e

first <chechnoint™ record. then 1t cont M e it fin § %

"\:’ . SCAN ; g rd. then it cantinues the search backw ard uny) nd: Ih% -,,,dr\ﬂ“i“g queue for Y which is locked by T,.

the next ~ T start> record Inds. H
Mo it B - prevention Protocols — The way to prevent deadlock is to
thrs recort oentibies a transaction T,. For example, cons;i 1 M‘L o , E

tansactons (T, T ...T,, der the g of ‘[mecmiun protocol. One deadlock prevention pmtm.:ol requires
: ' _“ ‘“‘“’wriphf pery fransaction locks all the items it needs in advance i.e., before
A Tl 1€ execution of | s Ifany of the items cannot be locked, none of the items are locked.
i Tron feed to e fl, s pansaction waits and then tries again to lock all the items it needs.
< ghion has two main disadvantages —

(1) It is very hard to predict, before the transaction begins,

i ity items meed to be locked.

: « exccuted in the order of th
Suppose thai the mast recent checkpomt took place durinp
immnsacuon 7. Thes, onlv fransactions T K
considered dunng the recon c.r_\ scheme.

Each of them need o be redo
be undone

- —

ne if 1t has committed otherwise, i needs
» o

0.27. Com
mechanism .m:::;;,:;:ﬂ;:;r:‘;“t 'jf fﬂffﬂres of log hased recovery {b) Data-item utilization may be very low, since many of the
oz prefer log based recovery “;.,: ) fcm;:m S“":T‘:" applications wiere |amsmaybe locked but unused for a long time.
of check pointing based recov schc i ; cck pointing. Give an example Leberapproach is to impose an ordering of all data-items, and to require
- e Ricashe ;;'m verable schedule daynpaction lock data item in a sequence consistent with the ordering,
(R.GPV., Dec. 201l) : o tom aind
Ant Log-based ‘Do Thesecond approach for preventing deadlocks is to use preemption an
and 0.26. and Checkpoint Recovery Mechanism — Reter 10 Q.22 naction mnhnfkps_ In prccl::ptinh, when o transaction T, requests a chl-:
’ “naaction T, holds, the lock granted to T, may be preempted by rolling
Ri 1 . 4 1 .
ecoverable Schedule - Refer 1o Q.15. WelT,, and granting of the lock to T,. To control the '|,'1rc¢'m|-Ju':'.-1'|u.I we
.28, Explai e = lepay ime saction. The system uses these
d"dpoiu;_z: p,:f_;::::f e of checkpoint mechanism. How often shouli ugnpsnllj ;:c::l?::llltﬁzr‘: u:l:-nc:.:cl:il::sshould wait or roll back. Locking
(R.GPV,, Dec. 2017) 'lused for concurrency control. If a transaction is rolled back, it retains
| mestamp when restarted. Two different deadlock prevention schemes

Amy. Refer 10 Q.25 and Q26
0-29. Whar i deadlock

- ? Dis " pock | 3UPesamps are as follows —
detection cuss deadlock prevention and dead. ' : emptive technique. When
Anx A sysiern Ak i lwmpmld by T.. T; is allowed 1o wait
s - . 3 . He .
of more ® 102 deadlock suate if each transaction T in a set of ™0 Y if:t:" SARE s duta et gareey ¥ th isyoldcrl‘hcn'rj'.'- Otherwise,
- mu;‘u s waiting for some item that is locked by some 0¥ ot anmcs}ampsmallerthanof Ty(e, T
e < set Hence, each transaction in the set is on a waitff | 7 ed back (dics). ; hnique. It is a
{b) Wound-wait — This is a preemplive tcscs!.lsqn d’ala item
T T, » 10 the wait-die scheme. When transaction Tireq i
2 : : <1y has a timestamp larger than
Tatlyheld by T,, T, is allowed ta wait only if it is rolled back (Tj is
Time l :‘ﬁ-hh:ﬂ'a. :“LT, (ie., Tilis ;-oungct than T;). Otherwise, Tj is
em(Y), et by T)) :
Read lock(X); w vical approach to dealing
Wrkte Joerx Read iem(x); @ @ . Deadigek Detection and Timeouts — A more pﬁ,’:“:m checks if a state of
2 " : 2 deadlock is deadlock detection, where the s¥ f deadlock is for the
(AP Wrie_lack(vy; ) lock actually exists. A simple way 10 el :;,sg:fc‘:uodc is created in the
a artial Schedyl, of T e | i g o intain a wair-for-graph ing. Whenever o
3 nd e I for A nstruct and maintain 5 Iy execuling. 2
T’y in Deadlock 5, '.i' a (h) A lla{rfur Grap f o ‘l..-rr,,,.mph for each transaction that 18 u'nrrent Y c:un:ntl}' locked by a
I = Partial Schedule ! h““ﬂion T; is waiting to lock an item X that 1
- 413 Hlustration of Deadlock Problem g
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nsaction T, a directed edge T, — T, 1+ created in the wait-for.

T, releases the lock (<) on the items that T, was waiting for, the dgTaPh. Whep
Edgt

1s dropped from the wan-for-graph frected

A deadloch enists in the systemif and only if the wait-for-gry h
2 cycle Bach tansacvon involved in the cycle is said 1o be S
detect deadlocks the sysiem needs to maintain the wait-
penadically o imvoke an algonthm that scarches for a cyvele,
Anather simple scheme 1o deal with deadlock is the -usc of
method 1s practical becawse of 1t low overhead and simplicity,
if 2 transacnon waits for a penod longer than a system-define
the system assumes that the transaction may be deadloc
regardiess of whether a deadlock actually exits or not.

fﬂl"graph. and

rimeouys, This
In this method
d timeout pcnodl
ked and abons L{

Q-36. Explain the term deadloch detection and recovery.

(R.GPV, Dec, 2011)
Ans. Deadloch Detection - Refer to Q.20

Deadlock Recovery - When 3 detection algorithm determines that a

deadlo- I the -

;;:jil.‘-:. l'l\!::h;‘:":l:_wi’-‘m}mu;: recover from the deadlock. To recover from
racitiod U‘[,dn'mg‘“:u”;'_.‘ ":”‘;3'_"&‘-' graph must be broken. The commen
the sSysier: exhibits mo ‘f“‘ ach one or more transaction in the eycles uati
transacion 1o by !.mhcr deadlock situation. For the selection of the

" 1..J_h- be rolled back, three actons need to be taken
we must ;:’lrj:‘::t‘;ﬂ -nhfn ”C..ﬂ‘m = Given a set of deadlocked transactions.
SuSelten o Heh ransaction to roll back 1o break the deadlock. 1118
¢ 1o roll bach 2 ransactipn that has just started or has not modifi

a0y dati-nem, rather the
b YT, rether than one that has . g i and has
m % an
modified many data-qer n {or a considerable time

(i) Rellbach -
must be rolled back, we

rolle a

aud ;::;;tz:cl.smmlcu s(!lun[\n 15 3 total rollback-abort the 1[an$;!lt'lll::

only as far b Although it is more effective to roll back the transsct

the system 1o maimntain ad;;:::‘?l' the deadlock. Such partial rollback nnzﬂ'

ransactions el information about the state of all the TNt
My mechanism must be capuble of pr:r!'urmiﬂ.‘.! B

Once we have decided which particular transsctio?

8% Moeessary

The recon
parual rollbacks
(186} Starvagion _
on cost fagtors, i may hap
Victim. As a result, this o
there 1s stanvation Wem
only a finite number of
number of rollbacks in

In system where the selection of viclims d‘p‘f:
P<t that the same transaction is always picke :Jg
4NS3CU0n never completes is dcs,gn;ult‘ll 1as "
st ensure thyy ransachion ¢an be Fiulu.‘l-‘ asa¥h tht
lmes. The most common solution is 10 inclu ¢
the con factor.

P 4
must determine how far this transaction should P L

Unit- IV 169

{ARRENCY CONTROL TECHNIQUES ~ CONCURRENCY
0L, LOCKING TECHNIQUES FOR CONCURRENCY
oL TIME STAMPING PROTOCOLS FOR CONCURRENCY

deadlockeq 7, f;:l'ﬁol, VALIDATION BASED PROTOCOL, MULTIPLE

LNURITY, MULTIVERSION SCHEMES, RECOVERY WITH
, CONCURRENT TRANSACTION
1. Swte and explain the three concurrency problems.

(R.GPV,, June 2016)
it Tnnsactions submitted by the various users may cxecute
w2ly and may access and update the same database items. If this
et eveculion 1s uncontrolled, it may lead to problems. The three
e as follows —

fil The Lost Update | jramsaction A Time  Transaction B

[“ - Consider the situation

welig 414, This figure is = | =
<t be read as follows - Rm_m“ l|I ==

\ iAretrieves some tuple — ty =

1 mnsaction B retrieves - | e
T wple toat time ta: . a -
=i A wpdates the wple at MpdaixL | -
o mnsaction B updates _ e Updalet
U7 wple at time - _
“UnAS update is lost at time

Fig. 4.14 Transaction A Loses an

- T - -
\ ‘rnsaction B overwrites "
Update at Time &,

“Heven looking an i,

iy The Uncommitted Dependency Problem — The uncommitied

::"L?_ Problem arises il one
i s
o T allowed 1o retrieve -

Transaction B

"%, upday Transaction A Time
%% =2 wple that has : —
o, edby another transaction - g —
-.m[”mmiﬂcd h}' that other : I1 Update t
‘.‘::"'l Forif it has not yet been — 15 i
v there s always @ pensieset | -
o ¥ that It never will be s 1 Renmick
m.[;'l but will be rolled back - |
e, "uhich case the first

ction A becomes

- 15d
Fig. 4.15 Tran Uncamunie d

Dependent on an -
’ Change at Tim:

o ¥
Ca "Willhave seen some data
gl 1 .
(" longer exists
\og &
et figs 4.15 and 4.16.
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In the firs! example (i

l.ﬁ-‘l-‘” 33 e

; 415 mnﬂ.‘l'if‘ﬂ Aseesan ummmi"cd uNn
. endone ot tme ty. Transaction A e

is “}Qrc r(‘fg

ime 1. That
at time 1 R

eting or 3 12 o
:E::h "‘:‘ sssumpoon that ple t [ Tramactien A Time Transactigy B
has the ;:ﬂ.t cnatbmels u!‘.::‘:.‘l: - I Seical]
infact it has whatever £ had prioT 6 _ ) =
ame 1, As 3 result ransashan Amay e ' e

I = t
produse ICOms putnul ' A -
(edif)| et | -~
The second example (112 - |
! = Not only does - 3 =
1% even worsg Not onlh Q0 I nnnb.‘k
transaction A hecome dependent on B
S

an uncommutiad chenge 31 UMS I

bt it actually loses o updase 21 i<
1, hecause the roliback 2t ume 4y
causes tupke 1t be restored 10 15

value pnor to me I

(iii) The Irconsistent Analysis Problem = Fig. 4.17 shows two

Fig. 4.16 Transaction A Updages an
Uncommitted Change at Tiype Iy and
Loses that Update at Time 1y

Unit-1v 171

Jyisallowing multiple users simultancous updating a particular record

| e vithout having a proper concurrency control in place will fail in

ring the database consistency. Hence concurrency control is one of
e of o relational database to keep the database in a stable state

o1 What is meant by concurrent execution of database transaction
wiwersystem 7 Diseuss why concurrency control is needed and pive
, (R.GPV., Nov. 2018)

i Adatabase system is multiuser when many users can use the system,
(e seeess the database concurrently. Most DBMSs are multiuser. For
sranardne reservations system is used by hundreds of travel agents
“metion elerks concurrently. Systems in banks, insurance agencies,
anihinges, supermarkets, and the like are also operated on by various

sk submit lransactions concurrently to the system.

Saseof the concept "rmU“'F“‘Fl’ﬂllli'ﬂlllg. which permits the computer
A 1, -
ke muliple programs or processes ot the same time, multiple users
23te5s database !

s ditabases and use computer systems stmultancously, Although,

transactions A zmd B [y ryee —
o, S I “J I - I E “Fommming operating systems execute some commands from one
(ACC) tuples - Tramsas- [Myrppuuction A Time Transaction i Gen suspend that process and execute some commands from the
mm |+ 1 15,

Bon At s: i acreunl = o “rkesy, and sooon, A process is resumed at the pomnt where it was
hlmr ref

<, ransacton B s ltnrit:nu 1z I = 2 '.'-'-I\I.hcn\:wr 1gets its turn to use the CPL apan. Henee, concurrent
mfa'rmg an zmoyure 10 lmm?:(-l:"; 2 S5 T 10l processes is actually interleas ed. that represents two processes r
from azcount 3 1 accoum e 3 == Jeuing concurrently i an iterleay ed manner. Interleaving keeps the

4 = = 2 i 3 e iyl i "

1. The rsult produced by - 4 Retrieve Ace ) 5 R *PIocess needs an mput or output operation. like reading a block
A, 11D 5 - s Update Age 36 W The CPU s switehed to exceute another process rather than
mnw. e, - W il duning 1O time. Interleaving also prevents a lang process from

tHAwbp = . Retrleve Ace | % elher processes.

— 7 =g o . _ _
on 1o wrtte that result bacl = ¥ llpi;t:’.-\;.r : el Processing of muluple processes 15 possible, il the computer
I atahs - = Lo AT i . . e q .
mto the datshase, 1t wyl i ey M . weludes multiple hardware processors. In a multiuser DBMS, the
actually leave the datahase sum = 110, not 120 -~ 'TS0UICes are the stored data items which can be accessed :,nncm.mn.lly
| il NN : " are constantly retrieving
nan nconsistent Fig 417 Tramsaction A Performs an Inconsi Yem e users or application programs, that are constantly 8
; 0 from and modifving the database.
problem. tradysis Masls U modifving the
o A ““I‘IIL.r tl.\ 0-:‘:I

3 . g
232 Why is concurrency congrot important in any

a ¥
dutabuse

4 o is the advantage of locking mechanism ?
vent a record from being

. .::ﬂl"l‘“
* \'.\l

I, The pPurpose of database locking is Lo pres

addition to this, it prevents

A% Supposc Ram and Shyam both read the same row from th

salafy
o N

o R g
et [ simulaneously by two difle

table, and both sre sbic 1o gl the data for a particular employee
the question arises w hose chanpe, should be saved 7

Ora combination of hoth

" 2 Shyvam -
Ram* Y o th

Tl L - Y
So, concurtency control takes car

s
¢ I

rentusers, In
i 5 . is being processe
s from changing any column while the record is bemng proc sed
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E. V-Ram)
Y [ i
Dstadest s of loch based protocols !
What e the proble (RGrRy, June

Js can lead 10 two major problems
A Loci s r:‘!:\;u::rx‘n schedule may not be Senalizal)
i ™ F‘"E_—“:u‘ create deadlocks. A database deadlocy e,
1 m-..--‘ﬂ::'. 'Tt:at‘:;tl ina big city is caused when
b ather
Q3¢ Whatene datehase locks Md. how do they !_c'ad fo deadlud\ ?
e ey 1o casure serializability s to require that daty
-l'r: E “mf.u!f' eclusn e manner. That is, while one ransacyjon is
— :_\_ e o cther transaction can modify that data jep,
..a.‘-;-\ _:,-..«r= method psed 80 I:'.'I;'h?mﬂ“ this requircmu::nl 15 10 allgy y
o s it e caly 1 s currently holding 2 lock op
e A dock 16 3 varable associated with a daulllum that describes (he statu
.;Fz'-..-d::: e witk respect 1o possible operations that can be applied 1o
Atampelatng e vals of 2 lock is called locking. Generally, there s 3 one
loch for 2azk éata itzm i the database. Locks are used as g means of
symehronuzing the azcess by concurrent transactions to the database jtems,
- Therz are o tipes of lock -

i) Exclusive Lock - The exclusive lock is also called an updateor
wniz bock The mtention of this mode of locking is to provide exclusive use
ofthe dawitem o one transaction. I a transaction T, has obtained an exclusne
mods loch (denoted by X) on ttem Q, then T, can both read and write Q.

fiiy Shared Lock - The shared lock is also called a read lock. The
mtenuon of this mede of locking is to ensure that the data-item does ot
undergo any mod ficzbons. Any number of transactions can concurrently It
and access o data-tem 1n the shared mode, but none of these 1rausaclinnsl-‘~f‘:
modify the dats-tem I 1 transaction T, has obtained a shared-mode I
(denoted by §) on wem ), then T, can read, but cannot write Q. il
We require that every transaction request a lock in an nPP’“P"Mi ol
on dats sem Q. dependimg on the types of operations that it will Perfonjcr
The tr2nsaction makes the request 1o the concurrency-control manatc o "
HANSACten car proceed with the operation only after the concurrency
manager grants the lock, 19 the Lransaction.
A I:Jfﬂl,"d'.:‘.‘l}:]_\ [.;!'lnjuﬁ o1 3 set of lock modes can be de aﬂ“‘lw
Let Aandy fepresent arbitrary lock modes. Suppose lh_:lt :l.l‘f T+ 1l
T, requests a 1ok of mode A o ivem ) on which 1r;ms-;|ennnc (o lock
b.'l.r"t'ﬂfll"l holds a lock of mode B If transaction 'I" can be grs;“-.n R““It"?‘;
Qimmediately, INspite of the presence of the mode B lock. ‘f:l matriv
compatible with mode B. This fyunction can be repre

7

(L-'i

g ' “'hith
Tansagy
b
o unlock datn 2
wait for €35 -

itemg be

sented by

py -

!
2015) (i

‘
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gy reltion between the two modes of locking is shown in the
Fou L

oMPof fig. 4.18. An element comp (A, B) of the matrix has the
~ifand orly if mode A is compatible with mode B.

&ced mode is compatible with shared == e

Lwtnith exclusive mode. Atany time, ;
;_m;rc.i-mode locks can be held S | True | Fake

soeusty by different transactions on a :

[ tus item. A subsequent exclusive N | Fahe | Fake
debrequesthasto want until the currently Fig, 4,78 Lock-compatibiliy
bmel-mode locks are released. Matrix COMP

\mrsaction requests a shared lock on data item Q by executing the
(3] ngruction. Similarly, a transaction requests an exclusive lock

-2 e lock-X(Q) instruction. A transaction can unlock a data item Q by
el instruction,

Taeess a data item, transaction T, must first Tock that item. IF the data
2stresdy locked by another transaction in an incompatible mode, the
ey control manager will not grant the lock until all incompatible
“%i by other iransactions have been released. Thus, T, is made 1o wait
“Encompatible locks held by other transactions have been released.
I’“’""-“'I‘Ic. consuder a banking system, here we have two accounts A
':"31.*4: ie accessed by transactions Ty and Ty, Transaction T, transfers
“ M account B 10 account A.
I lockeX (),

read Ry,

B=n- S0,

Write(B);

unlock(),

Iuk—xl:\];

fead(A);

A=A+ 50,

"'l’i"[ﬁ\);

unlock(A), :
b;“”“ﬂiﬂn T displays total amount of money in accounts Aand B, i.c.,

Ty: loek-S§(A):
Fead(A);
unlock(A)y;
lek-s(m);
read(13),
llnlutk{ﬂ);
display(A + B);

— = o
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I two accounts have
gmoants S 1000 and 2000 1=
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o asactions can ever proceed with its normal execution. This

salked deadlock.

SECTRN L0 A a0 G resTeCIney ke N B}
aner Eveledng transas-
i 1. swmd 7

and (- scmaliy an

raad 1)
B=B-%
wriinB)

wnlockiB)

anv
order, 1w, T(Ts o1 TaTs,
tramachon T,

S0

fhatare database locks and how do they lead to deadlock ? Briefly
' lrm for preventing deadlocks. How do you detect deadlocks ?
(R.GPV, Dec. 2012)
| s Duabase Locks and Deadlock - Refer to Q.36.

yoduck Prevention Strategies — Refer to Q.29.
- ik Detection — Refer 10 Q.29.

tesull amoaont

loclSi A

Butif thes two tansacnons
EAEUE concurrently then some

read(A)
unlochiA)
lock-Sipy

Erunt.g, AT )

ImTonsistency may result as
Shomr fig 419

readifly
enlockifyy
display (A ~ B)

p],f,:phin the concept of two-phase locking and show that it
Brants(ny,

aserializability, (R.GPY., Dec. 2010)

|

1 unlockmg s delaved 1o
e end of the lransaction ag

Taeh-Xi Ay

Or

fatls teo-phase locking and how does it guarantee serializability ?
Brani-X(A 1 ) (R.GP. H. Dec, 2!”7)
diA - —— P ¥ '
shown in vansaction Ty and T, r:'; A * <n . Ore protocol that ensures serializability is the two-phase locking
thes  thyy unconsistency ::"‘::L‘ .
problem can be avoided.

al Alraasaction is said 1o follow the two-phase locking protocol

|irking operations (read _lock, write_lock) precede the first unlock
Fig. 4.19 J
Ty 2 lock-X(B): & Schedule |

20 in the transaction. This transaction can be divided into two

read(B); () Expanding/Growing (first) phase — During this phase, a
8:=B-sq; = can obtain locks but cannot release any lock. )
‘\ntrﬂth-. | 14 Shooking (second) Phase — During this phase, a transaction
lu“-m'f"-' F¥eue locks, but cannot obtain any new locks. ey
r.‘:.:'ﬁ—(_:t 0 ik conversion is allowed, then upgrading of locks (fft:lmd'-"-'ﬂd‘ di:. e
write{ M.' ' "2!xied) must be done during the expanding phase, and downgra

unlockiB),

unlock(Aj;

Transacuon Ty tontesponds 10 T, with
unlocking elayed and |5 g¢ fincd as -
Ty lochS(Ay.

54 |fiom write_locked to read_locked) must be done in l!'-';l 5:5":::1:3
% llence, g 1ead-Tnck.(}(] operation that downgrades an already he i
X can appear only in the shrinking phase
y in the s £ ]
Tossctions T, and T, in fig. 4.21 follow two-phase locking protocol

loch-X(11)
read| i)
B:=H-%n

() \ b proved that,if every ansaction in a schedule (oliows Be e

read(A), i tock(¥ | |"4Ixking protocol, the schedule is guaranteed to be seria -
lock-Simy, readiA) il test for serializability of schedules T ¥
read(B), Jock P | f!r“-"?t The locking mechanism, by vend_locMY)i r-::_:::il;
display(a + ), Ioch-X(A) o wo-phase locking rules, also "'il:e'l::lt‘;{:: mrite_lack(Y)
ualock(A); = dule? | S wralizabiliny, ™ ankock(Y ) g2
unlochiyy). Fig. 4.20 Sche |, To-phase locking may limit the amount Pewd o) YEXeY:

U"rﬂﬂ'-l"fﬂt‘i}. locking can lead 1o an undesimble state. Consider the Pi'_f“: FETency that can ocour ina au:l'n:du.ﬂll-v:-é “?.",_Itrul_ISI: ":'_'I;"'::',:':’

schedule of fig 420 1o Tyand T, Since T, is holding o c\c|U?"""":‘:l ;.' U because o transaction ¥ may not a unlockiNh

lock on B and Ta1s waiting for T5 10 unlock B Slmllarl;. eTrice T, 18 no'dink 1 &, Y rilease an jtem X after 1 15 throu

a ‘«I'I.Uf."d-mlldc lt»\'k on A and T

<k on
. 1 ¥ requesting an exclusive-mode loek
T3 15 watung for T,y 10 unlock

i Fip, 4.21 Schedule Under
Qe must lock an additional item Y
: ate WHE ige
A. Thus, we have arnved at a s1at

-o-plase Locking
; -
“mor converscly. Hence, X must remaid Toe :
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locked by T unti] a
locked; only then

can X be released by T Mcanwhil ;t;:ﬁ"" hay,
seeking 1o access X may be forced 1o wait, even though T ol
conversely, if Y i locked carljer than it is needed -

0.39. Expl,

this protoco,
Ans. Refer 1o Q.38.

0.40. Descripe Strict two
Explain ko
cxample,

Ans. The striy two-phase loc,

(i) First Rule — Ifa
modifi) an object, it firg;

the objec

Even,atm
2dditiona) ghay
suspended until the DB
i‘-t\':ps track of the lock
an exclusive lock op an
lock on the same oby

leted, ed in0
Requests of ACquire and releage Jocks can be automatically insert
transactions by the DBMS; ¢

In effect, the lock

excly

sSubsg

n
ed

<
sive) lock on g
NPt denoting y,

ain two-phase locking prorocor and also fis

strict 2-phase Jo

saction that has
lock

cCL

(ii) Secondknk-&l loc!
the transacyygn 1S comp

Oceed,
We denoge the »

Som)

ntems that the transaction needs 1o

advanigge,
RGcp

-Phase locking Protocol. (RGP,
(¢)

r
cking is implemented, Show

Iransaction T w

ants to read (respectively,
requests a shared (resp

ectively, exclusive) lock en

an exclusive lock can also read the Objcr::l':'
required. A transaction that requests ag{;\ts
MS 15 able 1o grant it the requested lock. The holds
s it has granted and ensures that if a lmﬂs“c'mnl éiir
object, no other transaction holds a shared or exclu

is not

.hﬂ
ks held by a transaction are relcased ¥

€fs need not worry about these df"‘"ls',ngs ;
ing Protocol allows only safe l'ﬂ“”cawamo
fisaclions acpesy completely inch'-'"""'"f ,pmem'b'
i the locks they need and procee objec
* w0 transactions access the ,;::ﬂ_‘““y -8
&clions are ef] fectively ordered scnl_lumrﬂ"ﬂ
08 (the one that gets the lock on the "c oth¢f
fore (this Jock s released and) th

ivel
10N of 4 trupgy cl
bject O a4 S

€ ln.ruactlun

Uon T requesting a shared (fcsf’;"ﬂ“ h
H0O) {tcspcchvc!)‘. X1(0)) and lt As P
When it is clear from the conteX™

¥, May 2919

Sune 2014

will the
(R.GPY, Nov, 2008

king or strict 2pL. protocol has two rules -
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is interleaving could
in fig. 4.22. This in!
- s};:“;rr;r::nani serial execution of 'Il'h{E\::::;
u
le. T r::u]d change A from 12 (;g ?;t:‘.dt?::n Tz, it
b ;d change B from 10010 2 b Sk ey
i ﬁwmc?ﬁmn scn‘-ally either T, or T, would e

ier the sched
; sute that cannot

. 200 for B.
value 2 e
o f:;k\g!u:s 10 for A an ) )
!I XM
R(A)
— W(A)
Xim
] R(B)
| Wwim
:‘}‘I' Commit i3
| ; R(A)
:‘m WA
LI x‘g:
W) :
fatmull i
Commit
: hedule
q I
| Fig. 4. che
F;L’-’.;mding Fig. 4.23 Schedule g R,

Hlustrating Strict 2PL

sr Execution
[xzmmitted Data with Serial

interlcaving 1s
I e strict 2-phase locking pmlucul.is used, such 1:1::"“: g b3
hht;i Bmua-c assuming that the lmm-::.‘c
=t s before, T, would obtain an exclusi :
eanieA (see fig. 4.23). Then, Ty would req

; its exc
=it cannol be granted until Tyreleases

roccedat th
OTS‘:‘k on A first and then read
L

However, this
lock on A.
= Tusi\'c lock on A, and the

T2
S therefore suspends Tz Ty Eo‘: M =
2 ive lock 0 S(A)
Téends 10 obtain an exclusi finally RAY | gea)
‘s and writes B, then i RIA)
| s, at which time its |ocl\5‘ d P
Reed. Ty'sJock request is now gnnki"-'n . ‘“m,,.u
"t poceeds. In this example the |0‘:1' Ihi o} o
: g jono X(
ol results in a serial cxccutjon.s 24 R(C)
10 1 1B Tade T
" msactions, as shown in l;-frcra:nl g‘lﬁlﬂ“
However, the actions of di d. For dule Following
"iactions could be interleav "-'U'ftwﬁ Fig. 4.23 .s,:dl:m Interleaved
; - i iop 2PL W
e, consider the “’_‘wr:c:;mihich s Swrict 2P Actions
“4tions shawn in G- Aees

:king
Miteq by the strict two-phase lo¢
Mg,

®
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0.41. Comsider the JSollowing two transaction,
$ -

TI :read (A):
read (B);
B=A4+5;
write (B)
Add lock and unlock instructions so thar

T2 : write(4)
read(B)

ooserve deo-phese locking protocol, Is j¢ deadlock free :ﬂt‘ﬁnm 7 ang 7y

,fm. Implementation of Two-phase
Lacking — Transactions T1 and T2 of fig. 4.26
follow the twe-phase locking protoco]

. is locked by T2, Also,
T2 will wait for B which is locked by T1. '

Q.42 Whatis g timestamp ? How
Anx.

B‘ﬂ::nnjms 2re submitied 1o the syst
Iransaction start time, A timestamp of transact;
Tuhmmnps can be pencrated

IS incremented cach 1

g ime its v i
The trmnsaction imestamps are value is

numbered 1, 2,

tomputer counter has
reset th
: :rclt:::::; to [?;m when no lransactions are
penod - Another way g 1
bl ¥ 1o implement timesta
ar
© E=nerated dunng ghe same tick of 1he clock.
Q.43 Discuss gy
How does SIFict timeyyg
An
5. The ides for this scheme i

bmestamps. A schedule
B0 the eguing
values Thg

1 whg :
lent seral k}:'_-‘; hihey

called
ed timestamp, “rdering (1)), Notic

aliu : lazahile
wed by tne | <KINg protocy; IIL by being cquinaler

Particular ger,

.

does the system generate timestamps ?

; tifier created b identi

tansaction T e ated by the DBMS 1o identify
pically, timestamp valyes are assigned in the order in wh::ch li:

€m. so a timestamp can be thought of as

in several ways,
2 finy g FRE
e maximum value, so the system must pcrmd;r:ally

th
° ¥3em clock and ensure that no two timestamp value

times
iy :::'P ordering protocol for concurrency mmm!,-
cring differ from basic timestamp ordering :

10 order the transactions based on theif
ule ha mm‘m‘ons participale is then scrializablé:
> e lransactions in order of their limestam?

1 Ui
o ‘"‘-:me ordening, however, the schedule
Utder “‘"{“‘-ﬂulldmg to the order ol the

the trap

(RGP, Dec. 2019,
TI

lock-5(A)
read{A)
lock-X(n )
unlock(A)
read(B)
B=A+n
write (B)
unlock(m)

Fig. 4.26 Schedute Under
Two-phase Locking

on T is denoted by TS(T).
one possibility is to usca
assigned to a transaction.
3, ... in this scheme. A

exceculing for some short
mps is to use the curren!

(R.GEV.,, Dec. 2010)

¢ how this difters f?"ml'
1 to some serial schedul®

|

i Similwly, any transaction T that may i o
H =t be rolled back, and so on. This effectis kne
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algorithm must ensure that. for each item accessed

"m?"' n.um.;\-clu:dulc, the order in which the item ISI.'ICCCHSICIJ
g b|l1;\' order. To do this. the algorithm associates with
piet e e T S
e o timestamp (TS) values = H—_—
i v) - The read timestamp of item X; this is the argest
Reod_ T3 timestamps of transactions that have succcsstu_lly
| TR[‘XL = TS(T). where T is the youngest transaction

i

4 e serializa

1 g ]

pm\ng all th

7 = d
\ - that is, read_
Jﬂr:d X cuccessiully.
@ Write_TS(X)
| the timestamps
[ "y~ tutis, write_TS(X) =
. ps wrinen X successfully. N |
i :Ih’_'“r estamp Ordering — Whenever some trans.?cuon Tl t:::::h::
h;-! 'i::nt.‘il or 2 wrile_item(X) operation, the hnsl'c=g2)::fcn51lm
3] g,ﬁm{.:sump of T with the read_TS(X) and write_ I ;i{,“- g
1;':5 imestamp order of transaction excculion is nr_u ‘,mm‘_l 1 his orde
E—;:l.un.‘. then transaction T is aborted and resubmitted ::1 :‘::_u;yl_m‘*. )
:‘;m:hm with a new timestamp. If T is :lhoﬁid-r‘lr,:,uL also be rolled
zaction Ty that may have used a value wntten D) g -

at may have used a va ; |
sy wn as cascading rollhack

TO, since the schedules
be enforced 10
t. The
rations

The write timestamp of item X; this is the
e successfully written

youngest transaction

< of transactions that hav

s TS(T), where T is the

slgooe of the problems nssncialcd. with basic e
méxed are not recoverable. An additional protoce

stric

e that the schedules are recoverable, Cascaqf:ﬁ;iil?t:ghll‘:‘u
=amency control algorithm must check “.hcl-hcra::: o
wite the imestamp ordering in the following tWo € --rutiu-n B
(i) Transaction T issues o “-'"i“-'-'w'_mm-upl-‘r‘s‘[‘{} >TS(T), then

(@) If read TS(X) > TS(T) or if w_rllt;lau]d'hc done because
&nand roll back T and reject the operation. This sm:m TS(T), and hence
e Younger, transaction with a e FFE: l"rr\\rril.hm the value nijin:m
T i the timestamp ordeming. has i""—"”d,:" S :1'|hc Limestamp ordenng.
siore T had a chance to write X, thus violaung oceur, hen exeeute the
(b) If the condition in part (2) does not :

. - TS(T).

"% item(X) operation of T and set wnt:_:‘ S(;‘{(}] :;umlmn
(i) Transaction T issucs 4 rt:"_j—mm{ abort and 1o

(a) If write_TS(X) = TS(TH :hthL: some younge

Rect the operation, This Should be done bc.c;. l:lr T in the imestampv

“J“"Wihmp Efl:a.lur lhallTSlT]'and h!:.:’;li‘:"l'hh'ld a chance o read \ (X)

: et :f0 ¢ sad itemi)

Lu‘l"ﬂd)’ written the value '-‘fl'“-““ i{qu‘Tl (hen execute the re Ilt:;!l'[th]‘

(b) If write_TS(®) —|:u‘:cmlllS{'l')nnddn:::urmuu. RE
e =

Senation of T and set read_TS(X)1© th

1l back T and
r transaction
rder.ang,

-——

&
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Hence, whene e
ver the basic TO algonthm detects two
conflictin

that oocur in th
T he moorrect I ]
order, it rejects the later of 1}
1c two
operat;,
Ions

shortime the transad
c nsaction that issued it The schedules prod
S produced b
¥ basic T,
0

are hene
¢ guaranteed to be confhict serializable

Strict Timestam,
p Ordering — A variati
cnsures that the schedul 2 — A vaniation of basi
ules are both strict (for easy ,rco‘:;:_? called
ihity) and

write_item(X) such that TS
2 . (T) > wri
delaved until the transaction T ﬂ‘:an!c_TS[X] has its read ;
t wrote the value of XO;]:‘-I'IIC Operation
ence TS(T) =

writz_TS(X)) has commi
R : itted or abo .
necessary to simulat . ried. To implen :
c the locking of an item X :hf;n;;:':mgoﬁmm' i |
een written by
¥ §

transaction T until T is ei
. 15 either commi
prsehag _ mmitted or abort i
mQ.“ g :‘nc: T waits for T only if TS{"Ic';i;n'I]'sz(;!gadu’m —
z orf nol 7 :
— e on timestamp ordering protocol for ¢
oncirre,

(R.GEV, Nov, Jﬂ:.l?

Ans. Refer 10 Q 43,

(.45 Whar ix 1
fime ]
e o e Stamping ? Expfmh i
e ok ke Bt dq;-ntd:nmsm’ of concurrency
uses nmestamping with I i af an examples.
(R.GPI¥, Dec. 201)

Ans. Refer to Q.42 and Q43

Q.46 Whar i
this contexs ? Mot & Smediiomp
s con ule ? What i '
! carrent at is con, alizabil
;h (; mp based protocol in fﬂ:::: ;:’: f:::::?. f:
% Concurrent Sc¢ :
3 (RGP, Ji
Conflict Seri ule - Refer o
nmﬂu:gr:;ltabilll, = Refer 1o Ql; Q'.l ’
P Based Protoco] - ercrl— ::;)‘
o .43,

Q47 E g
& -‘th Frisalsi

tiple ;
mcﬂ:‘:;:mcc the best yani‘;ﬂﬂn!nno- level locking protocol.
where the :,ﬁ::i"““'dauba::ﬁ'“ depends on the given transaction, i
Fig 427 iy level ¢ ¥slem sy, : nsaction, !
. 427 sho elcan Pport mu ks L
files, cach ![':‘ A Simple mnulh-. different for 'mrjgjup'c !ﬂl.'-r:. ﬂfg:n‘lnul.:m!}.
ile conting arity hierarchy wi us mixes of transactions:
E several pages, o }lj ith a database containing ™9

. an

each page containing sever

records. Ths
Can be
where 8 Jock used 1o |
K tan be f:qmtwus::irt s multiple pranul
any leve) arity level 2PL protocch

Consider
ypes, tha T e follow
« that refery g ME SCenarip w
UPate ol ghe prer iy’ 2P no, with only
lock for 1, 19 :“'-“fds m ,—”"rc’“ fig 427, Su;p:harcd and exclusive lock
1 Wiy " . 8 .
On thuse l‘mt'n-u.” 0 J‘ugcllq *ad T, requests & .um“ﬂ"}” T, wants e
¢ bocked II'HM?E.I;t through p, ) and is granted an exclusive
5 nd = & .
Ve mode Tl.m:r[;d ’h;f records contaie
encficial for T; becaus®
I

B Opetajon,

Strict Tp

seralizable. In thi -
 this variation, a transacti
saction T that issues a read | (confligy)
e (X)
Aor

& : o
| i massction 1o indicate, along the

n pagc-le\'cl locks

_jevel lock js more cfficient than setting
P At cach individﬂﬂl record. Now suppose anott}cr rransaction Tz
’ﬁﬁ rﬂ:«d s from pggc Pin Of file fil then l': \\'Dl.lld rc:qucsl
| "””id Jevel Jock 08 Fioje jowever, the database system (that 15, the
f Im et Of MOTE spe:iﬁcnlly the lock manager) must verify 1‘l1¢
| ’ﬁ?ﬂ 8 fihe requesic Jock with already held Jocks., One way [© verl fy
A e the ice from the Jeal £yp; 1@ Pin to I db. If at any umc'n
. g fock 15 held on any of those items. then the lock request for ryqj 1S
| ijjrts plocked and must wait, This trav ersal would be fi airly efficient.
f_’—- dh/\
_il ‘.‘v\ /—"‘ li’ ’-—-\
ks /Fu = /I’:\ P /P:‘:\ = ;::\
N N
tg=ty =1 Tyt = Tin) (L TR fan Ml ™ T2mk
Fg 4274 Granularily Hierarchy for [Hlustrating Muldiple
Granularity Level Locking
Hesever, what if transaction Ty's request came before wransaction Ty's
nted to Tz fOr Tioje but

¢ lock manager
[ node f; for a

he purpose of

| locking practical, additional types of
d. The idea - 1 intention locks is
th from the root to the desired node,

| require from onc of the node’s

4 record lock is EF®
difTicult for th

descendants ©
ould defeat !

wed 7 In this case, the share
T sfile-devel lock s rcqucslcd, it is quite
tédeci ] podes (pages and records) that are
stznflict. This would be very in¢ flicient and W
szyzaluple pranularity level locks.
 Tomake multiple granularity leve
i, called intention focks, are neede
pil
ive) it wil
f intention locks

ndicates that a

¥ tyre of Jock (shared or exclus
shared lack(s) will be

hr.da.-iu_ There are three types ©
"-h'.edm Intention-shared (1S) 1
i i descendant node(s).
by, (i) Intention-exclusive (1X) indicates
““"-‘d on some descendant node(s)-
Vixke d"“) Shared-intention-exclusive (S1X)
o in shared mode bul an exclusive lock
"hant node(s).
tention locks,
introduction of the

n‘ i h .
L'-!“:I compatibility table of the three if
e locks, is shown in fig. 4.28: Besides
¥pes of intention locks, &0 appropriate Jocking

I'*I:_ <
The multiple granularity locking (MGL) protoc®

that an exclusive lock(s) will

at the current node

indicates th
ted on some

(s) will be reques

{
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f

L
ihe lock compatibility

(hasad on ]]_: 4250 muse I
ust be adhered 2 s
() The " . yey |
mst be locked s root of the (ree X ves Yeu
Serec fint i any mode 5 e
(i) A . =5 . re n
a2 rﬁ'\_)-l- A\ node N can be locked = ] " ye %
% =eisachion X a
only if the IllanI:j S\"f IS moade X [¥& e -
iy pare de N "™
ackegd tan = Ode N s “Iﬂ-‘ad L X no ha
sacltior a ¥ g no
X mode nTincither ISor ¢ 8- %28 Lock Co RN
g mpatibi
. (M) A node N can be Sor Muttipfe G.mm:';:h-ﬁm’g- Moy !
onhv if the lock, rity Locki
m'\vz- = parent of node N i5 n]mmdicd by a transaction T jn X ocking |
- T y locked b 4 n X, IX or Sy h
T Y transaction T in cith X mode [
1 er [X . i
INfay) 1, IX orSIx |
ur)
IXidb)
I5(db)
Iip, 15(f,)
Xiryy) 1S(pyy)
IXir))
Xipyy)
Nty o
ip,, Siryy)
Niry)
-.‘“u':ul
Slechin,g
-Ih“—u;zl
llhcu"" Sy
unlochqr,)
Sabechy il
.munui unlochidh)
Pyl
Sabuckyr,)
nu\.-_-k_.“‘
inlo:lqr“j;
unluckip,,)
. wnlaeh(r
/ )
. 4.2 ualockif,)
unlighidh)

cuble Schedule
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) Atpsacton T can lock a node only if it has not unlocked any
,L{m e 2PL protocol)-
* qaction T can unlock 3 node. N, only if none of the children

[vi) Atra
Nart cumrently Jocked by T-
es that conflicting locks cannot be granted. Rules (ii),

- o ) sote ditions when a transac tion may lock a given node in

gdelock modes. Rules (V) and (vi) of the MGL protocol enforce 2PL

sz oduce serializable schedules. To illustrate the MGL protocol with

, isbuse hierarchy in fig. 4.27, consider the following three transactions —
[ T, wants to update record Ty and record fayg-

i) T, wants 10 update all records on page pi2-
(i) Ty wants to read record 1yy; and the entire f; file.
fg 429showsa possible serializable schedule for these three transactions.
tyde lock cperations are shown. The notation <Iuck_typc>[4ilem>) is
s diplay the locking operations in the schedule.
Te multiple granularity level protocol is especially suited when processing
hat nccess only a few

(s mnsactions that include — (i) short transoctions U
s cords o ficlds), and (if) long transaction \hat access entire files. In this
urred by

sizement, less transaction blocking and less locking overhead is inc
a1 jrotocol when compared to a single level granularity locking approach.

Q41 Describe multiversion timestamp ardering scheme.
or

(R.GPV, Dec. 2011)

of each data item Q

Explain the term multiversion fechniques-
and the following

" A In this method, several version Qp, Q2--nQu
" eaztained, For each version, the value of version Q;
1 Emestamps are kept —

{i) read_TS(Q;)

s of transactions that hav

% (i) write_TS(Q;) — The write

tansaclion that wrote the value of ¥

i “ﬁmq-ua transaction T is allowed 10 execul

;:‘"““ﬂ Quuy of item Q is created, with be

L.QT'JJ-TS(Q‘"‘»] set to TS(T). Correspondinglys

k wed 10 read the value of version Qp the value of red
%2 of the current read_TS(Q,) and TS(D).

To ensure serializability, the following two rules arc used = Sy

o {iy Iftransaction T issucs a writcrilcm(()l ﬂPCl'-‘I“““-_ and “ﬂ:'““ "

fQhas the highest wnte_TS(Q) of all versions of Q that is atso less (A g

Falto TS(T), and read Ts(Q,) > TS(T: then abort and roll back transaction

Q, is the largest © fall the
version Q.

— The read timestamp of
is the timestamp of

e successfully read
timestamp of Q,

ersion Q-
en wrile_item{Q) ope

ih the write_TS (Que
when @ transaction T is

d_TS(Q) is set to the

ration,
;) and

-

Scanned with CamScanner



18 Darshsse Management

T. Otherwise,
= TST)

System (BE, V-Sem)
STeate a mew version Q, of Q with rr:-a:d_TS(QJ

(1) Iftransaction Tissuesa read_item(Q) Operation

10f Q that has the highest wnte_TS(Q,) of all versions of Q
tan or equal 1o TS(T). Then, fetum the valye of Q, 10 transa
the value of read_TSiQ,) 1o the larger of TS(T)
|

that jg
J 1o

In case (1), a read 1t
3ppropnate version Q,
versions of Q. In case
back This happens if
r=2d by anoth
has alr

10 read based on the write_TS of
(1), however, transaction T may b
T s trying to write 4 version of Q t}
uon T whose timestamp is read _
1on Q,, which was w

nte_TS(Q,). I this co
& new version of

cascading rollhg
“ton T should not be
that have wnien some vers

the various
¢ aborted an

1al s
Sr transac

cady read wvers

Umsstamp equal 1o w
Otherwise

rolled back,
transy,

fitlen by (he
nilict occurs,
Q. written by transaction T,
ck may oceur. Hence, 10 ensur
allowed 10 commit until afler a

039 Whar do You mean by tim, stamp
control ? Diseysy multi-versjpn scheme of concurrency control also.
Ans. Time Stamping Protocol -

Multi-version Scheme of Copey
Q.50. Descrip, multiversipn tyy

Ans In thys muly
a0 fem - read, wryy

Refer 1o Q.43,
Frency Control — Refer to Q.48.

“Phase locking using certify locks.
ple-mode locki

) = wrig :

1 c_TSCQJ]:
Mind the Versip
Clion T, and

Mread Tg(q,) |
ince it finds the

© recoverability, 2

ing protocol Jor concurrency

(R.GFEV,, June 2010)

ﬁ——f
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i k
laimn “'W ]lﬂc
d on the same '“.cm Q, then e o
header an b
& jﬂm

ﬂd comp | f i
s arc ] ontrast, an Cn“} 0- nomn th
k[‘rlm m ill'lblc. Inc . c
"r ‘thli\-lc m‘snf: not compa'l.ihle. 50 [ must wat ‘ull‘ll I '[I:leascs
1 | Il‘l. schem i blﬂiﬂs a rile 'lOCk
k i h c, once a trans action 0 W
: ! ]kﬁfm lel g "

. idea behind
tem. The 1 =
: ccess that i : while a
set! sactions :::S:ctions T to read n“\;te:;\?w'mg two
2L s to allow °.1h - k on Q. This is achieved ) itten by some
:.S.iﬂjm'r holds a write '-?Cn must always have chtL“l: a transaction
o = R g e ‘ NC >
| xeschitem Q, one \c(t)s‘:: version Q' is created “onlil‘l“"’ 1o read the
_oxdyrsaction. The sc.‘:cm Other transaction can cqacuion T can wrile
s ik ock 0n the ‘T holds the write lock. Trln':: of the committed
| —sdyesion of Q \_\h:}e without affecting l!\c Vit “obtain a certify lock
peEd u mqu\r':_l_. is ready to commit, it '[‘I"I'L;S‘ it can commit. The
(4 :
AR 0ncc'tl holds write locks on be ::-:msnction may have 1o
plies at it c"mn-b); with read locks, so the ‘leased by any rcad-._ng
YRR ok SoctpeL write-locked items are rl'hc centify locks, whic!
8 et until all its the centify locks, Once't Q of the data item 1S
=xns i order to obtain d‘ the committed version d the certify locks are
tahsive Jocks, are ncf-I'f“f r.siB nQ'is discard_cd; 2 n table lor this scheme.
“devalue of versio r; ? l.\\ ¢ < the lock compatibility
Exeied Fig. 4.30 (b) show

d the beha
an {R.GR V.,

42, 20 other tran
H

€Xisting |
d rolled |

viour of this

[ e 2010)
01 Explain 2-phase commitment protoco Jun

% ilures.
*al during lost messages and site failu

clion, itis
_ ultidatabase "::::w manager,
1. To maintain the atomicity of :nr:ism- A global 1rcn\.‘cl'lf- inaddition
"8 scheme, there are locking modes for =01 have 2 two-level ’_“o.vc:-:fz::aﬁon needed fﬂ,;;l::\\ain (log, tables).
€ and certify. Hepce, the state of LOCK(Q) for an item Q 'm'm“"i““dcdmmm:mc information they
can be one of read-locked, nte-locked, cenjf: y-locked, or unlocked. Ir.‘ the Yelea) TECOVEry MAnagers an
standard locking scheme wipy, only read and write locks, a write lock is an
exclusive loek The rclgunmhjp bet
scheme by mean, of th

“een read and write locks in the standa
¢ lock comppy;

EIlry of yes meyng that, if 3 transacjo,

the column beader on

bility table shown in fig. 4.30 (a). A8
nT

it
\o-phase comm
4 the me-p

lly follows a protocol calle
~Gordimator usually fo

“(\WS =
ted as fo
rd. o} whose two phases can be sta

rdinator
: onal the OO
) ses SIpNa! ncluded,
Whesall panicipﬂ““g‘?a:a(t}\tins cach :“;;Ecipmt "
: (i) Phase I-Whe tion 1Y it” to cac ivin
holds the type of lock specified ': e Pant of the muilidalab“sc..u::;::e for COHTT“M::E gawuase IT'::TUCS
tem Q ang i transaction T requests the type of loc “"«"Mdmawr sends a message " Pr n. Each Pm-ll't-li:l d information A
Certify Taly itting the transaction. &5 0 o cede “OK” gl ot
Read Write ey = SNy e te all log recort™ - i o psaction cannot
Head Weiee - - E - E Tessage ’.wll force-w ncnd a “ready m.li:ﬁ or the l,n.:al_ “?.cnnﬂ‘" l:On'I.ﬁ:l.\ln
Heag yn R A ! :T > el e s‘t‘ng to disk fat s:nubasc sends ndncs WA TR ‘;\
N Write yes no e .I-:r_n.',o,_ WWthe force-writh articipating 4 comdi“"l.dr umes a not s
s s ss it for some reason, the P inator. 17 the € rval, it ass
Cernigy ny 6o . gy OK" sipnal o the cc’nﬂhna- time out s
o si ; in
e (am£ "“h?flf Table for ¢y, 4 Compativilisy Tubte for Read/ Wy froma dag;msc within 8 ceri®
cadWyjre Writesc ertify Lack ing Scheme !
Fig. .30 Lock Comp,

atibility Taples

Tonse,
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Datshase Manapement Syslem (BE., V-Sem)

if) Phase 2 — -
coordinator’s  vole is nll:;l.l.lolk__ icipating databases reply *
coardimator sends a ™ s , the transaction is sfc?:' OK", and (he
: commit” s1gna ¢ .
dsshases. Because all the local | for the transaction to hﬂl’ul_ and the
effects of the transaction : Tlpanicimﬂn[;¢l

saction and informay
lion

o (L% 1=5] h: p ]
cal recov y o Mm mﬂ‘ldﬂd [-“ lh‘ Iogs O.I' [!l(.‘ g,
i I-P-'.l iligl

datahaces, reCOVETY
ecovery from failure i
ailure is now possible. Each partici
ipaling dataka
fe|

completes transactio -
n commi iR
i the Joz and t by writin :
¢ and permanently ¢ a [commit] en
g!::-: e e e pu:.:i:iﬁ;:mg e dutabuss |F n!._-d:; g} r the transaction
ID‘:t\mm“' the transaction ha:!ijﬂutu;,:s or the tnan:.linn the other hand, |
. : hM‘rli: or UNDO the local .:rfa,:,;ﬂj and the coordinator ::;:,h“' 3 "ol
datzhase Thas 1s dope by un of the transaclion s a message
m‘;h:mn,. effect of the :: ing the transaction opera:il:n?ch participating |
% Ip:'ﬂ ng datzhasss mmlnll?;ha!c commit I"l'ﬂ'lr:-ca[ ist :-:lng llhc li.'lg_
possible : any of the anmucﬁm of the transaction o at either all
rolled back. :"r‘jcr 0 2 staic where ‘___Th"f the conrdim,mr-rm-,rs"?"? of them
w be rolled ailure during or befl ither the transaction is comr it is always
m‘l. back, whereas a fail ore Phase | usually requi committed oritis |
jon can recover and w:mu"l: dLI.'I'lng Phase 2 mc‘:u"fl;;hg {ransaction
2 ns that a successful

among

rference
much

is little inte
if there is
will have their

ances.

s reached- If there
dated succcsst’uﬂy. H
{hat execule o completion

estarted later: Under these
i well. The (echniques arc ci
rence will oceur and henec that L
cution.

There are u

m\'L‘VET.

gagaion PI25E
most will be vali
o yransactions
‘:.r.d must be ¥
es do not W or
nat hutle interie
g (ransaction exc

col -

circumst
dled optimisti€

2, T
here 1S

.':g. [
_-_a,u:dci
._c,--.:dﬂqu
we |

hechung dun®

surrency Control Proto \ree phascs for

puases of Cune
ol rrulvm] =

e=A {ransaction ¢an

However updates are
{ransaction workspace.

g
of cnmmiucd data

read values
y (o Jocal copies O

applicd onl

vy CORLT
i) Read Phas

= o e databas¢
in the
J to ensure that

an Phase = Checking 15 performe
ligd 10 the database-

1 if the transaction updates are 3pp
{ the validation phase i$ successful,
o otherwise, 1€ u

i e kel
(i) Vilidali
aiabliy wilnot be violatee
(ifi) Write Phase - 1
e applicd to the databas
zzeaction is restarted.

084, Discuss the concurrency coniro

&ile crample.
or

the transaction
discarded and

in detail ns ing

| mechanism
(RGPV. pec. 2017)
55 about facking

16)

0-5:. Wharis
i fransaction i
Plain transacti indatabase ? Di
Mlq‘. cson Im’l‘ng in d. ase 7 Discusy -
atab s properti
Anc T ases and its use :r::: .l‘u:: ﬂ_.;l'n?rm“d,?
P ranssction - Ref; R. phase commif
Fopertie of Tramctins . oy (RGP, Dec. 2012 |
ion - Refer to I
Q.2

Transactj
on
st Tﬁm el Refer 10 Q.22
e k
2 in Two Phase Commit P"“"—Y—Rtf:rmq 51

0.5 1
the other oW do optimiyg,
€ isti
OnCusrency congy, :’ :fﬂﬂfl{r"“q. R
chnigues » Wiy fhr,:"c?ﬂfq"” differ from
also called validation

or certificatio
cone, n techag,
urrency M""'i"ﬂ ? Dise
micthod uss the various ph
phases of an optimis

Ans, In

: I

checking il the con

s do curre

ng, g ch:r;td"'"ldaubiq ntsol technj
ked | s g P NS, e coriul

n lo R on can be executed o i :

time determine w uted. For instance, i°

stam,
P on
d'."nl'lg. the transs

o cerufis
Lech Ny co .
unch:T e ben:'::h' =% "’u-ainr:Jﬂ:ec""‘Quﬁ al down the transaction®
. 1 u « RisO ! B
hce, I-linm:f: sl ggp e e while the try kn.:..,_.n as validatio”
" Exccutioy :frnr} control | asaction is executing
OCeeds 5 1o do
with g all the ¢hecks 2!
minmuy .
m of overhed

igues. Also disch
(R. GEV., Dec 2

Expluin concurren
e cy control techn
Or

[:::i" technigues for concurrency
el :m executing severd! ransaction

Btand g periions. T"-us. the isolation prop
Yextion esults in an inconsistent State- tlence,
] ﬁ;::nung concugrent transactions W i
e concurrency control is implemented
e e mmq““ which are locking. fimesiamp.

Ao liversion technique.

refer 10 0,36, Q.43, Q.53, @47 and Q.48.
ency €0

055, Explain locking techniq
(R.G
47, Q.50 and Q.53.

niques af co
ecoVETY
(R.

control (R.GP.I'.’, May 2018)

concurrently, they may result in
erty of transaction not remains
itis required 10 control the

as concurrency

{ with the

oplimisﬁc, multip

ntrol

ues for cancurr
PV, Dec 2009)

Ans, Refer 10 Q.38, Q41 Q

ﬂuf;:'ﬁ-;ﬂ'm: do you mean by lo
fl' e varions loching 1ec
tion ulve in detail,
A
l:'- Locking — Refer 1o Q.36.
cking Technlques — Refer o Q

« with con

cking rech
GPRy. Dec 2011

hnigues arnid T

AR, Q4L
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&8 Daradase l.'a-ugemnr
Recoven w

with multiple cone "t Transactioy _

urrent ]
transactions are as follows .
rrency Contrgy _

dpends heavily on he
contro] scheme e rccr_-\,-cr}.

2 failed trancace Concurrency
- 101, We must updy th
Ppas that ¢ updates pe

2 mansaction T
updated by T, j 1 hasto be rolle
i ‘: 580 be restored 1 i d back

hcrf‘:"ﬁsc that a second
o T, is rolled b
o back ack. Th

lDCtlI'H.‘ W S.\ k‘ uny ¢ end of ”l‘u
:h C).C']u ve lDC hcld 1 ! u'l

;g the .f;f 1{?’“""""" Rollback — A
<T, \r vV, v.s ;}‘.\ “IN scans the log backward. F;

x v 1 ¥ Dmdm!hcini!.lhc -Fore
- S‘-’“’_ ning of the jo, S¥ystem restores

Scann

2 daty yemy,
Mmore
s consider the pair of log records
The 1o .
by another 5

1010, Ir g
which 1

represent a mog;

i log were
nLorrecy
(iii) Chechpg;
we Poings — |
* 2 st of tryp gy ; ¢ of the form <checkpoint 1.
15 assumed t.‘n:tmnsaclions‘::snz?“ct-a' the time of the chcckpninl.pf’\g’*‘f"' H
- :
While the chcckpﬂinI‘:; i: ';?olg:’:“ cither on the bufTer blocks
during checy "USLROL perform any updates to buflef
M have 1o !I"U'lﬂhng can be bothersome, becaust
Bl while a checkpoint is in progress:

scanned jn i >
the forwarg direction, A would be set to 20,

updates eyer, Cleckpoing wy,
- W e .
'+ While bugrer blocks ay ,rc.'r"““'-"'"ms are allowed to perfor™
fiv) Res ¢ being wWrilten-py|.

tary Recoy,
1y - Whe
hists e unido.|, e the sysiem, recovers from a crash, "

31 Lo
Misists i 181813 g angs
of Ll‘-ll'l\nct]un’ 0 be I'lenuumns to be undone, a0
Cdone,

Construcyy bwi
the redo-liy €

==

iled transaction T; is rolled back by
very log record of the form
: the data item X to its old
O record <T;, start> is found
Portant, since a transaction may have updated

modification of AbyT. scaﬁc‘,“i‘)“ of data item A by T, followed
- otanning the log backward sets A correctly

Ty

it <checkpoint> record ~

i.,‘j.

;< a0t 3dds T, to undo-list.

yiuL nthe checkpoint record. For each transaction T;

|4tdeaitadds T, to the undo list.
theeboth lists have been constructed, the recovery proceeds as follows -
{2) The system rescans the log from the most recent record
sl and performs an undo each log record that belongs transaction T
tmio-list. Log records of transactions on the redo-list are ignored in
sjtx¢. The scan stops when the <T; start> records have been found for

=hasaction T, in the undo-list.

tichy

“=tion T, that is on the redo-list. Il ignores
8 undo-list in this phase.
Aderthe system has undone all transactions on the u
%25 0n the redo-list. In this case, it is important 10 P
e recovery process has completed, transaction
1 important 1o undo the transaction in the un
steps

lf mmay occur, Suppose that data item A initia
r‘l:ﬂ“mlianTi updated data item A to 20 and aborte
*<festore Ato the value 5. Suppose thatan
em A 0 30 and committed, after that the s
£2 the time of the crash is

<T;. A, §, 20>

<T}, A, 5, 30>

<T i commit=
rmed first A will

i« wrong. The
his W N s before pe

ihe redo pass is perfo
LA will be sel 1o 5, which 15
“h can be ensure by pcr!’umunﬂ u

other transacti
yslem €rs

be st to 300

. = 0
final value ¢
cforming redo.

Unit-1v 189

sy gem constructs the two lists as follows — initially, they are both
<em scans the log backward, examining each record, until it

(a) Foreach record found of the form <T; commit>, it adds T;
(b) For each record found of the form <T; start>, if T, is not in

i e system has examined all the appropriate log records, it checks

inL, if Tjis not in

(b) The system locates the most recent <checkpoint L> record

(c) The system scans the log forward from the most recent

Syoint L> record, and performs redo for cach log record that belongs to
log records of transactions

ndo-list, it redoes those
rocess the log forward.
processing resumes.

do-list before redoing

(a) 1o (c). Otherwise,

ions in the redo-list, using the algorithm in lly has the value 5. Suppose
4. Transaction rollback

on Tjthen updated
hed. The state of

then, in the undo
fQ should be 30,

=
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Explain immediare update ang deferred pdage of recoy,, |
(RGP K, Jitn 2014
", az-update techmigue allows database maodifi
L the dataia S Uensaclion tssullin li‘.c;ll.‘h\k.‘nl.ll\' Dar
' itted g
vsiem crashes or 5 ransaction fals, old
@ database 1o the
Taiansachon T
Dunng us execution,
g of the appropr
ommis, the recor <
uirmpie of hankin
=T followed BT,
T, start

= A 1000,

Catong o by
<L Moy
dificatiog

: dy ficatigp,
~ons are called wncongp

alue o the dat
consislent state, This ¢
y SHITLS )18 CxCcut

lem

an he
ton, the recney
any write(X) operation
1ale new update record 1o the
“T, commit- jy o nten to the oy

£ =hstem ken eatlier for transactions T, ang
or this, log record can be miven as in fig. 43

040>
T B, 2000 208
T\, commig-

T, start-

T L 700, G
T, commit.

=

Fig. 3.31 Log Record Corre.
O Uis et

sSponding (o Ty and r,
<od for Tetoveny, we use followin
W Undo (1 =
Titeacy 1 1

© Iwo operations — "

Fall data tems updated by
1 4= Sen (he values of all data items updated l:}-
e ey, Velues W need W yndy a transaction T only “t"""
Tatapy. bul does ol comtam the record =T m._-nmnlr»‘-
" T only when log contains the record <T star

Tes the valye o
lii} Redo T
'l.'nf.-.;.'.lllh I w
} 'E Lumtay » e Teoon -
We piss d L

=T
i

R e T S
“T,, start-

Ty A, 1000, iyt
<1, 1, 2000, 2050
“T, commit>

y Maore- ~
;- €700, ROD>

O

fc)

.'l
<1
<1

V—f_
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| e lig. =2 I stem Cl“.'ﬁh
wz =

occurs just after the log
!

Titten 10 the stable
ion T,, has been wri o in
. of transaction 1 ) nly <T,, star'
‘.5’#? “::::.{2': we do undo (Ty) as we have only <l

oy e T i
ﬁhﬂ not <T,, commit>.

in) ul ust aucl l]lc l{,!; Icculd I(}I lhc lep WI IIE{C) of
o o | B 3‘-{ ).
If“:-! (Ta_\h 1 IS,J I 0 4,
a >'.'.I:I L] bf-:“ wntten 1o Sl;lblc storage as in i B 4 b

‘e have both
T,) as we 5
) and undo(T, P ommit>
deeg ecovery, we do "dol.TT,,_-, But we do not have <T, ¢ do(T,)
a0 =4 <T, commit> in log record. 1d be done first than re i
i .- ord. Undo(T)) shou -ord <T, commit>
+1 yart> in ]“:' Tece J after the I(‘Ig recor |
Lxeee I system crash oceurs just in fig. 4.32 (€).
s siten 10 the stable R are performed. -
Deugiecovery both redo(Ty) and redo(T,) s transaction atomicity
J-'r-“i lad.uat";w modification technique cnw“sthis technique, all the
_D‘""‘ 1 datahase modifications in the log. In base only when the
s :l;,:: nsaction are applied on the data partially commited
G I : \:1mittcd Atransaction is said 1(‘-; l‘: P 4
229 s partially co hital sen exceuted,
:!‘:.’m!pminn of the transaction has h::'n tl.;:u: information on ‘h;:l‘ :::E
) e : en ed writcs.
Wz 3 tansaction partially cm:;mlf;.:c:ning the dcr"’m'd-w:';r if the
“u:d with the iransaction is used in letes its exceculio
iy 5 ction comple o ed.
<% imashes before the transact n the log is ignored
o abonts, then the information o ds as follows — in the log. A
M sxecution of transaction T, Prm?ﬁ.[ start> is writien :ln:L flu-. log.
Hiee T stans its execution. a recor 111: : of a new recor
"%X) opetation by T, results in the wnting

A :n to the
it is wrnllen
) : mits, a record <T; comm
Svshen T partially commits,

* with imitial
i nd C with i
¢ ofA.Ba account

; ; 1 have accounts O} - $50 from
*-'rix: t;.lllanph : ba[::kmdg ;%;::::w:c“ww_ We transfer
g N0, $2000 an

Moy through transaction Ty, .
Ty we write

Ty read(A);
A=A 50,
Write(A),
read(yy,
B=pn+ 50,
write(1}). ma
llﬂnu::li:m {3 withdraws $100 o
"% delined as
|- Fead(Cy,
Ci=g- 100,
wrile(C);

1 €. Then transachion T,
ccount C.
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Sem)
Alsa, assume that

these transactio
" NS execute serj ;
followed by T, ally in the o,

Log record for these transactions will haye values
<T, start> -
<Te. A, 950>
<Tg. B, 2050>
<T, commit>
<T, start>
<T,, C, 600>
<T, commit>

Fig. 433 Log Record Corre

Using the 1o
. £. the system
mformation op volatile can hagdle

Tecovern) procedure -
rrdoﬂ" ) sts the valye a

slorage. The recovery sch

For txample, we
Teand T

1 system fail Just

apain consj

T afler the lo

done as we have gp) du

Y <Ty stares i

182 Datadsse Manage.

der 1A O

sponding to T, and T,

any failure that resulis in the loss of |
eme uses the following

fall data items updated by transaction T, to the
i and their respective new

start> ang <T, commit> statements.
1 ExecUted one after o ‘:: our banking example with transactions

¢t in the order T, followed by T
0% Shown in fig. 4 34(y) Tyeq oo 0. 1OF D€ Slep wrile(B) of transaction
ning recovery no redo operation will b¢

log record but not <T, commit>.

<Ty stare> <T,, start>
<Ty. A, 950> <T,. A, 950~
<T.. B, 2050> <T,. B, 20507
Ty commie> <T. commit”
<T: sarl> <TO start>
“-']']. C, 600> {r:' G 600>
h, i T

(b)

434 1,
If Yem ¢ . K9l Theee ”l)f!"ﬂ"r Sttuations

fter the |p

‘E ll:tu'i'cr)f w.ly redg

q i

& tecord write C as show? y
E il
(Ty) is done, as we have of
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pd <T, commit> in log disk. At the same time, we have <T,
31::1 pot <T, commit> S0 redo (T,) will not be done.

b_::;{mh oceurs just after the log record <T, commit>as shown

L )

' ’y:uiuz recovery we will perform both redo (T,) and redo (T,) as

-me'r., start>, <T, commit> and <T, start>, <T, commit> in

4

¥i0DUCTION TO DISTRIBUTED DATABASES, DATA
DATA WAREHOUSING, OBJECT TECHNOLOGY AND
1845, COMPARATIVE STUDY OF OODBMS VS DBMS,

AL DEDUCTIVE, MULTIMEDIA, WEB AND MOBILE

% DATABASE

-

ELirise short note on data mining. call
8 The term data mining refers to the process of fg.mmutom“l;::‘urz
2y arpe databases to find useful patterns 10 puide decisions a . ut S
P32 Lieknow ledge discovery in artificial intelligence (also called mac

(<50, ¢ statistical analysis, data mining atlempts to d:g_cgvcr ru.h.s' nmj
“xfom daa. However, data mining differs from mnch{nu I:.-;m'u_nb';‘;‘t.l‘1
55 that it deals with large volumes of data stored on disk. That :s.ncrnl
= dals wigh knowledge discovery in databases. ‘[ here is a ge .
?Q-‘im that data mining tools should be able to identify lhcschpimclrsnim
[ = %th minimal user input. The patterns identificd by suc O;Frcfully
.:lf"; m“)-“ usefu) and uncxpcl:lcd insigh[ lh.ﬂl can be m:::::i:

"B subsequently perhaps using other Bay o mIPPOfL re ;cscmed
™ ypes of knowledge discovered from a database N'T'Y::: unt'. S
'l nules, For example, a rule statcd informally as —

"o { likely people to buy
h!hm :mo“m“ e 50: F’DU T!ret::l:.rgoﬂslcr‘lyr:‘s of knowledge
| " ariables lo cach other, or by

||t
L]

.m‘mm b frmimtimpih oy lues of some variables
:i‘qhmim for predicting outcomes when the ;l:_ pu.“cms e
" “"n. There are o variety of possible Wfl?rrﬂ.:m e atarns.
44 different techniques are used 10 find di e
9. write explanatory note on data warehousing. Drow

- fR.GP.I'.'. Dec. 2014)
Nﬁ”r the concept of data warehonsing.

: jon gathered
oy pf information &
i or archive) © . o s
k*‘:“ K tmagains gy !ﬁcd schema ot @ single site. O :||
pe_Miple sources, stored under @ U mitting access 1o historics
“ed, the daa are stored for o long time, pe

o

Seanned with Cams-ca nner
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data. Thus ¥
ok ,mi'ddu \n.ju‘x:hnuscs provide the u i
e fa, g decision support querics e g
Wlormation for decisi s
T decision support
ensures that onli - e
b $ that online transaction-process;j -
casion-suppont workload. "
. W.H. Inmon charact
Integrated, nonvolatile
manacement’s decisi .
sement's decisions.” Data w
: : warchous
analysis, knowledge discove e
Datz warehouses are
processing. and presentati

ngle 5
riow .g conml'dﬂlcd :
" nite, \‘[umm_c nlegr,
a4 Warchoyse = T b

£ Sysiems ..

enzed a data ware

™, and decision making

desi 1
: s:-gncd precisely to support eff
comparison 1o traditional 3 t:ihmaiylic S 15 l
a2mounts of d Wl ol
. : warel
2 from multiple sources that n*ul;'milrllwlS
clu

different da
3 mode| i
and plsiiocme s and sometimes files acquired from j

Cient CXtraclion,

contain ver large
de databases froq
ndependent systems

Back Flashing

Data Warchouse

-
cmmseame
-

Clica
ning — o Rerorm.“hl___
Metadata

Databage

Dala
Mining

_

Oy
eraladay g a-'t'hu::” Process of Data Warehousing
Fig 4 ;5 c;"‘bflnr the ""Iluull:a I"saCU”cc[mn of decision support :cchnoi?.'f":*
‘Iins:m.«5 e ft’-‘-:r;’!tuhtlébL worker to make better and faster decisio™
Al the by Bcludes cleanipg Siructure of a data warchouse and its prose
e back end of Proge oo reformatting of data before its wur‘:hﬂ’-‘jmg'
5. OLAP, data mining, and D;SOI;;‘-' generdt :

relevan
5 ”'f"”h:l'h
on sych -
mas include fije, 13uch as yleg Tha T
ig. 4.35 also shows that data s0%

e eranmme

Other Dagy fopats

IPILII.u'N... Data

Fig. 4.35 The

In Ben

aimed

Q.00 Wy
- Write shgpr
note &
U object-oriensey databa et

AN, Dbyects gre RGPy se sysient. agttl
Questiu A€ Mainly foeyced SGRLL June 2005, Dec. ~ K
objecr that wipye 2 .-.,\'.‘ N the ohjec o T
MU objeer 9 7 Nect-oriented systems L
D)ecy 7 1lu:i., ented shs ” ey

WL Can say "L'\l.’r‘\'ti'“i

o—

alcing purposes. [y}

et L,
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iagts AT ;mmutable (examples might be integers i.e., 3, 42 and
2B . “Rahul”,
are mutable

jesls

Object Term ‘ 'l't-.\dhian-.\'.‘lcrm_l

4 bethe depanment
oaee objects) Every immutable object| value
i ject te hject variable
| hee (the object term mutable obj
ull},-t e object class npe
method opcrator
s;'_t-r;.’ux!cprnpcrti;:a and message aperstor invecation

gt operale on it Object —
L canbe shown asin fig. Fig. 4.36 Object Terminology

.. the internal struclure of such an object,
users of that object,
of executing certain
I objects

et are encapsulated 1e
T (“depantment”) object is not visible to
J wers know only that the abject is capable
—s(methods). For example, the methods that apply to DEW
2k

HRE_EMP, FIRE_EMP etc.

It ldentity - Objects in an object
2ed o 2n entity in the enterpnse beng mode
2 72s its identity even if some ol s propertics
f some or all ofthev

.oriented database usually
{ed by the database. An
hange over Lme.
lsise, an object retains its identity even i alues of

%es ot definitions of methods change over Ume.
s some properties, few

‘E&m Properties — Object-oriented system ha
e as follows —
() Abstraction (data : = hiding). (i) Inh

(i) Encapsulation, (iv) Security, (V) Reusability etc.
orient database d
(R.GPV., Nov./Dec. 2007)
fe cycle of software system.
Jved from ohjcct-qrwmcd
that data and functions that
y called an object. An
of the way it can be

entance

UL Write short note on object- esigh-

n the li
ve evo
n the way :
single entit
ptions

4 . . i -
':,u Object-oriented design lies ¥

.-,.,"O'i““cli design methods ha

x.'h_'n:m”"g- The essence of OOP lies?

,,. “¥e them are brought jogether into a SINE

F I|H data structure together with dtsc: ¢ by cending @ MESSALE ™
vl ; , Hhiec ¢

"f'.H-rd.cd- Data are munzpuialcd by one :SSJ" pe includes wdentil

oy Objeet which contain them. The messa€e Loy el
“llion required and U iect determines

o hen ob)
®iding 3
g on the content of

ication of
late itsell

"
T
m

. the message:
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The tzrm obpoct m olyect-onented desipgn tminﬂ]o-g)-
necerreaoes 0f 2 clae and as xuch 18 8 program run time
comaderznon Thi, elbwect-onicnlad design deals with ¢l
tar eccemenees 0f them. Classes in object-oniented d
P aberas il B An abstract data type dese
onerzbams that can he camed out on the underlying
with e properaess of these operations which a user
exloms te prmciple of mformation hiding. This
P amadale 1§ soen by other modules only
by tt eanicle.

i! rtgm.

» Mther ﬂ'l-:in
it A85es of iy
SIEN can be
nbes n ¢lags : l-mmh’
data it [‘:prcknhh ﬂf.
of them needs 1o Im?:.hﬂ
means that in a wel dﬂig;j'

through the interface Provided

L]
b

B g,

Th: masrer in which the underly; i
ying data is structured and agyyy
T L panpalate ¢ gre not visible in abstract daug type. All :J;TL
. t the ame of the class it represents and information abay u:

mades o es. Thus, an ob; .
. » cCL-0 1 1
b ﬁ'ﬂ‘.;‘. i3 ftulmm nl']bn-n.n d.;u ‘rpcs str\:.l ﬂﬂnlcd dl:'slm r“.

T 10 sach othey ctured in some way

(2 Compare 0ODBMS gnd DEMS.
_ Or

Fipze .

short note on comparison between OODBMS and DEMS.

(R.G IV, Nov. 201

. ding object oriented programming g
#pplication needs of system designed in 00T
tabase as it gives benefit of object orientition
fqunalence 1o object oriented programs. There a7

(R.GP}, Dec, 2015 |

Am ODDBMS & 5 result of blen
Lot xtnalopy 1o meet the

: = e relational da
= 1 abiay o have
T bt g

A Lo ey

mf -
o2 waed 10 g EEment system is a set of prewritten programs

"
hanpe broyph: |H¢,T.;!r :nd retneve a database. The most import?
B ey I'nl.cl-. .; * DBMS 15 thay the programs no longer iﬂ"-"'""f'
Sk Tectly Instead they communicate with the DBM>
£ Itfﬂt:f It controls the flow of iﬂfﬂml:l“nﬂ from

eer Explein e fotgring

) Time Hamping

W O0pgys “" "otacul for concurrency control

CoOmpare it wigh RDEAS.
20)
m.apy, Dec. 7

Ane f; n
QA e Stamping ;
. P""«d[w Concurre trol — Rl .

ncy Con

g prp™en

L

Unit-1v 197

(ii) @ODBMS and Compare it with RDBMS - Although RDBMS
g preferred choice of the computing industry worldwide, a recent
' t has taken place in the area of Object Oriented Database
{ Systems technology. An OODBMS provides a persistent or

grnetl OT3EC,

CODBMS 15 generally used in a multi-user client/server environment. It
=5 e concustent access 1o objects, provides locking mechanisms and
=azana! features, offers security (eatures at the object level and also
o cyect backup and restoration.

The izpest difference between a RDBMS and OODBMS is that whereas
& frrmer stores the data related to an object in a Lable, the latter stores the
el object, Each object in an OODBMS has a unique Object Identifier
oL skich 15 used to identify and link it with other objecis when needed
epmeelerential integnity relationships). An OODBMS supports encapsulation
ol cherance.

. N WL - Cw= Objeen Java Objects

2 krow Lhat § is used in Objects

s with RDBMS, OODBMS '.' % '. g

| pealy uees class definitions and o r‘ AMemary
sdtaral OOP languages, such as T

(~xd Java, 10 define manipulate
el rtrieve dala. That is, an
UIDEVSS is an extension of the in-
"=ery data structures such as
hels An OODBMS integrates
“handling operations directly e
@iebise OOP language. The idea s

TS~ fig 4.7, Fig, 4.37 00DBMS Concept

From what we have discussed about OODBMS, it appears that a
Pommer must be familiar with OODBMS with C++ or OODBMS with
:“‘!‘l‘-mcs, elc, In other words, are we saying that the syntax fvn_r using,
J:GE"ES I!'L = 15 |J|ffcr=“t from using UnDHMS 'IFn Jawn? Does it mean

SV U relearn OODBMS syntax the moment we change from one OOFP

Obfects on the
Nisk

g2 10 another ?

CEd Write short note on temporal database.

the current state of the w orld. When
and infonmation
porkant L

j"“- Must database systems model
. e ol the real world changes, the database gets updated,

"l uld state pets lost. Towever, in many applications, it is im

L2 mjg_-m._-gg information about P"“'l sLales. Databases that store in formiation
b T Mates of the real world across time

are called temparal databases. In

Scanned with CamScanner
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5 -y
i

e when organizing therr information
sricmens vhet wome et of tme s needed 10 maintain

|

!

|

“H:rc are Many 1

; the info -
mrew Thew mchalk heatheare where patient histories need 1o TMation iy |

be muyj
RS i Nt
sy whem dhens and acodent hnstonies are requited as weell g inforn e,
o= Bhe T when msurance policies are in effect, and so on S

Q&3 Wrize short notr on deductive databases,

Ame A esdusine databese uses two main type

= meles Facty e specafied oo manner similar

s of specifications fac1y
weofsd oot tha

10 the way relation
2 s are
16 B0t pecessary 1o includ 3
S enhten 3 ¢ the attribute names A tuple

ome real-world fact whose meaning is partly determ
b .:::‘ :ﬁ;T ;::ﬂmn: d.'lu\n‘sc. the meaning n’lEf an uun‘l:i
=G u--,;_ 5 r"h‘.m:m)' by its position within the tuple. Rules are
0t ety nnr::bmm;m':}“‘ They specify vinual relations that are
Bechman based on the ryle ermed from the facts by applying inference
P — !-'d."'\::a specifications. The main difference between
it Bt cammnt be f.'.:l'uwztl'nmh: recursion and hence may yield virtual

e i 1 lerms of standard relational views.
L~ r .
Cammy ::? ::u:i“:“f PIUERams is based on a lechnique called backwand
e — top-down evaluation of goals. In the deductive
= Ehention has been devoted 10 handling large volumes
i M““'!["“'h“m : Hence, evaluation techniques have beer
00, Ut the order o "‘:’_“ﬂ'ﬂﬂpnﬂuamn. Prolog suffers from the
O s e ety PCTS 30 rules s significant 0
R of Datalog lierals within a rule is significant. The execution
PIOPEmS atempt 1o circumvent these problems.

Q4L Wy e
planatory noge on mullimedia databases.

Ant Ml g,
W"‘t’mm Eedia

LT :

lmed.y 4, bases arg special types of database that stores

= M_"}mm}::w.h  2udio, video and images. Now o 4
¥ vorag ¥ved tutside the database, in file systems. Ths

et o PR Probles, :
el :u:";f:;h‘-' number of mulimedia objects ©

nce hlﬂun

O ey
« M

"
Coury,

. hany imporant when the nul’nt‘"I:;
e “:D""'lu-: s ek s ransactional updates, quen
L Mt g 4y e pofant Mulumedia objects often b
M by (e DRI when they were created. *
etk Tlling g, I'T:' tien beloag une spproach 10 puildmg ?
:‘ al U-‘Pj:“ " use databases for storing

E Y% of the files in which mutimed”

|

| -

act, storing multimedia outside the database makes it harder to
L‘w functionality, such as indexing on the basis ofactual multimedia

e 1 can lead to inconsistencies. Therefore, it is desirable to store
g demselves in the database.

{4, Write short note on databases on WIWIK.

Or
i it web databases ? (R.GPV,, Dec. 2014, 2015)

js The databage on the IVIVIV is a collection of datathat can be acce_.f.scd
Jvrnved from anywhere in the world, The world wide Web, sometimes

i1 the Web', originally developed in Switzerland in early 1990 as
s clebypermedia information service system for biological scientists 1o
miemation. Today this technology allows universal access to this shared

{mien 10 anyone having access to the Intemnet.

TheWeb technology is based on client-server technology and Web pages
=rad with HTML (lhyper text markup language). A page has many
iaks, means, a link that enables o user 1o browse or move {rom one page
Tecder across the Internet. This ability provides a tremendous power to
¥aefis searching and navigating related information, even across difTerent
ey

Wermation on the Web is organized according 1o a uniform resource
= URLY, similar to an address that provides completes pathname of n
et path contains name of machine, directory and filename separated
‘h}dﬂli'lc following -

By fwww.shivanipublications.com/DBMS 107 huml

*T'* URL always begins with hypertext transport profocol (hiip), that is

Fcl used by Web browsers, Generally, a collection of HTML documents
St fles accessible via the URL on Web server is a Web site in the given
e, “ww shivanipublications.com.

""“"-l: Database on the WWW — The Web server uses a standard

5 common ; CGI) 1o act as sdditional layer between

ey, pateway interfuce (! -

""21 merface front-end and the DRMS back-end that I'uf..lllules aceess Ill:;u.
Liabae, The CGI exccutes the Uset PFOErAMS OF SCApis o obtain the

i

:‘:-.au,m and returns the information 1o the server in WTML, which s back
€ broa g

1 e
Ve Lty approaches are divided into o catepiiles

1 S n i stbiond liend resjuest
L1 th fevess Diajnye € Gl Scripts - I Vb il

8 atalias Al
Wy Yo Aals. e server vses € il sorpis or data 1o ddab ©
e, g Ly
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m R mm;--r":.‘s‘}m"‘ rsE. V‘S’fﬂ,l

works are done by using query, and given back the dg
chert. This procens and structure of this method i
hent

la n San‘e
Elven jp o

g 433,

Fig 438 Datebase Access on the WIWW by Using CGI Scripes

(i) Access Using JDEC - J

I g ; ~Java Database Connectively i

o5 f““: lif' allow access to relational databases mmug;:ﬁgf::fﬂ 2
it =2 Lo s way of connecti i -

PROCEM 10 reach chems process mecting databases without any additional

(48 Explain web and mobile database.
Ass Web Database - Refer 1o .67,
Mokilie Databyye - .
exdily Computing. 3 hm! adances in wircless technology have led 0
L — : asion i data communication and processing
s of wrview ecbagloey will provide database apphications with uscfil
£ The mobile computing platform allows users ¥

(R.GEV, May 2015

L T

Ealon sk
B¢ Bobile Thu oo g oher 5-"-:'51'5 and to manage their work while they
PEot However, t.mtlm‘"“‘;)' useful to geographically dispers
Foobiens Bt g 1 2 number of hardware as well as softwa®

o 5 be reval
* 1y wilued o L-r::kh“ the capabilities of mobile computing &7
mﬂ.:m""'&:'m witware problems — which may involve dat*

::,f:w‘:ww 13::“5 _ln'ml‘ end database recovery — have their 98

& r_‘- Tane il g, whe mobile computing. however, these proble™

"“Y’;‘-': TN C':-'uu::;.um’ because of the narrow bandwidth of ¢

mw.;-:.':h"'m ol hr.m,x:i‘:'c relstively shan active life of the PO
bt o ¥ ey < changing locations of required infor™*?
Hl'l;'-“liﬁr - s ong ‘n_::.:“r I;umd"m' at the server) In ad.i.lnll‘
ditlitectural challenges.

LY

““hugr to I

#
| F19Y OF RELATIONAL DATABASE MANAGEMENT SYSTEMS.
fmousﬂ ORACLE/MYSQL — ARCHITECTURE, PHYSICAL
|FLES, MEMORY STRUCTURES, BACKGROUND PROCESS

(1. What do you understand by RDBMS 7
ased on relational model is called

Ame A database management system b _
BMS. A relational model consists

exonal database management system or RD
{nedrmensional data structures, to store daia, called the relations. I_Ear:h
e has a set of attributes to describe the propertics of data contained in it,
v firesch anribute, a relation has related data in the form of tuples (or rows).

Let us consider table 5.1,

Table 5.1 A Student Relation Table 5.2 Marks Table

Roll_ No | Name City Roll_No Marks
1001 Rahul | Gwalior 1001 92
1002 Suman | Jabalpur 1002 81
1003 Ajay Jabalpur 1003 78
1004 Anil Gwalior . 1004 85
n as a struclure which has attnibutes

Tible 5.1 shows a student relatio
Fell No, Name, and City with four row’

be aitnbutes are called columns- o _
tated 1o each other. The relation is established

In RDIAMS, tablas can be e ;

by usin mml:_"m -.::-Iucs for column's that belonging 1o the separate t.tbif_!l.

lat us Elm'd ¢ table 5.2 In {able §.2, the column Rell_No should contain
onsider 1as e

Biose roll numbers that exist in student lable.

0.2, Explain RDBM.
Any. RDBMS — R
RDBAS Archi

development and rum.‘li
RDIAS “omon skin

. A relation is also called a table and

(RGP, June 2011)

NIMS provides a total environment for the
1database systems. Fig. 5.1 shows typical
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¢ert DBMS and RDBMS ?

I= fig & 1. cuter layer consists of various
developen and wers. Neat layer cm‘mﬂ?’: [l):;;i:;l;ccsnamilabrc 0 sysiem [ It et is the difference betw
= e e Tonment tho . ~S soflware .G, Dec.
i @ven by the operating system. Databases ! t1!1;.t must pyp | (R -Jf' . ec. 2016)
: stunder conyyo) | s The éifTerences between DBMS and RDBMS are given in table 5.3.

I. Lner Tools pod A
Pplicatisay h."'.ﬂ

L

RDBMS Kernel

i S

’ User Databaves !ﬁ

Fig. 5.2 RDBMS Architecture

fl;;ﬂqlg a set of user interfaces, or
gu;’:_‘:: ‘“"l"]"ﬂf by any applications soflware
spplications is by ugh the kemel. Access to the kemel
A smgle copy of RDBMS 18 by means of SQL commands.
FHERATUon between kernel .‘M :ﬂ supporn many distinct user databases. The
ey me Conceprially RDBMS Labase is transparent to both users and lools
*hems that consists of wah), stores databases in two parts. The storage
Msocated aovesy m“mmr' View and index definitions, together with
P'-::_rﬂn! of data o disky m'ﬂm” defined speaifications affecting physical
‘-l-hupn:. $Ometimes referred s0 forh, are stored in some form of system
= databuies are gioeeg by the ::u 3 the RDBMS's data dictionary. Actual dat
b The syviem catalopue 1 mel using information that held in catalogue:
SRR AYMiemn and s datgbges uied 1 store other administrative information
Some of their data content is directly accessible

[
o L3eTL i particylay
‘ ucular by DB
TEanzsd in a ¢ y DBA) The user 100
" & clientserier arg Is and kernel of RDBMS can be
. P:IH".P: 'JIP.lmq E_‘-’th‘tﬂum
i artar, £ b

Syutem Catalogue
(Data M..q,

Fig. 5.1

Amy RDBMS consists
ofak
tols, that interact with thy I.m,;;n,;[

All ecoess 1o the datshase

e developed with their
Erom the tools and'or ey

t[:cng

B EEmEn? by .wm““tr architecture, can take adyantage of

databisiey E'_F'"‘ltnm_ |-.h|h|. the kﬂ':@ user tools and or npp“ca[j.pn-, 1w

tetw ok m..:t s Partition ':pl runs in the server that also hosts the
Y LT T e i€ prog e

v ailah) N ng the cusing work Joad across

i .L:':ILI """k"-l'thl“r;:w of M ”Eﬂlrlfaﬂl '_.“mpull-nl; l""“" o
T rn"“"l‘ the tieed 11. lh:lrﬂ.’mng. workstations and P'Cs u.]'lll)l at

i’-.’. Faplain B " powerfy) central processors.
' A Kefer w, ) 2 ponent of Ry, RGPV, Dec. 201 s

. J

Table 5.3

|
| :.-H r

RDEMS

RDBMS applications store data in
a tabular form, so relationship
between these daa values will be
stored in the formof a table as well.
In RDBMS, the tables have an
identifier called primary key and
the data values are stored in the
form of lables.

RDIMS system supports a tabular
structure of the data and a relation-
ship between them 10 access the
stored information.

RDDMS supports di stributed

DBMS

i ‘-‘-_ =

| {i |oBMS spplications store data
o filz, 0 there will be no

rlition between Lhe tables,

i ls DBMS, data is generally
| sored in either o hierarchical
form or a navigational form.

-

" DAMS has 1o provide some
| eiferm methods to access
2 stored information.

1]

B} | DBMS does not support distri-
buted database. database. ) )
U1l | DBMS does not apply any RDBMS defines the integrity
seeurity with regards to data constraints for the purpose of
L manipulation. ACID property.

05. What do you mean by Qracle 7 Give its architecture.
Am Oracle is one of the most popular n:l:tinnnt_ database m:ngr:n‘::;t
¥ (ROBMS). It is based on the client/server architecture. ?1; c u:rn: sc‘h:
Mgquests, such as connection 1o the datahase of retrieving data from

: accepts, ses and returns the

: i e
i A seversl] oo bl <1ed by Lh‘::ﬁcnl, back to the client.

quest, such as the data req

(e provides the software for both the server and the ehent. G
Oricle’s popularity is based on large MEasures of exceptional pe
®icalability for users, applications and data.

Oracle iy organized into 2 central,
ganized Into 4
%! part and variety of interfaced tools SQL. Cammanc

d Respomsen
R o1 The g il

the product is represented conceptually
K} ORACLE cConceptual

Bfig. 51,
Ktructure

rformance

gle Toals wnd Applicatlany

Orw

{ ol the structure 1%
on and stomge ol
\\'.-'l.'mlil.lr‘rfﬁl.
ry ol the
r sQL

The kerne! par
sible for the deliniti
,datahase access control and
%cews handling, backup and) FECoNe
fitabase and interpretation o

Fig. 5.
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! waspeific number of contipuous data blocks. A sepment
| aeated to 2 specific data structure. For a table, the data
--4_’; + data segment and the index may be stored in an index
e eaonship SMORE these terms are shown in fig 5.4,

-f} e various Oracle phyvical storage structures (or physical files).
ke darahase 18 made up of a set of physical files that reside on
’("._.., £k dmves. Some of these files, such as the datafiles, redo
gl whned redo log files, hold real user data. Other structures,
el files, mainiam the state of the database objects. Text-based
e fis contain logging information for both routine events and
irors m the database.

serhyscal files are discussed below -

it Datafiles — Oracle database must contain at least one darafile.

e daufle corresponds 10 one physical operating system file on the

4 &ufile i Oracle database 18 3 member of one and only one

2 Atblespace, how ey er. can consist of many datafiles. The exception

Sy ublespace, which consists of exactly one datafile

(i) Redo Log Files - Whenever data 1s added, removed, ot changed

e pdev, of othet Oracle object, an entry 1s witten to the current redo

& Nrace datthase must have ot least two redo log files, because Oracle
a=dolog files i a eircular fashion When one redo log file 1s filled with

L immes. the current log file 1 marked as ACTIVE. i it 1s sull needed
ace recovery, of INACTIVE ol it s not needed for Instance recovery

g file 1n the sequence 15 Teused from the beginmng of the file and 1s
o (URRENT

fi) Control Files - Oracle database has at lcast one control file that
“arithe metadaty of the database. Metadatas the data about the phy sical
et of the database tself (the table and ficld definmons) Among other

o e control file comtams the name of the database. when the database
i7m1ed. and the names and locations of all datafiles and redo log Files. In
<na1, the control file mamtams information used by Rucu\cr}'_\'l:mlgﬂ
TN puch as the persistent RMAN setungs and the 1ypes of h‘l"'-"!"‘-‘ ‘h{:'
“theer performed on the database. Whenever any oty ﬂu"‘::“ : 1‘:.
e of the database, the information about the changes 13 I'[T‘I:I‘I\L .u:c\)
“etod m the control file. Because the control filg s so crtical o :I:Ii:l:t‘\.j:‘uh:;
* dstabase, 1t can also be muliplexed (one o m:‘.::.i?ﬂ;::.r; .'I.;l:::..l'.ﬂl
“Ped) How ever. no matier huw many g I.Jl' ‘hcﬂ.l-;nmm-:d as primary for
% n maance, only one of the control files 18 GE3E

"Tes of retneving database metadata.

i e
(iv) Archived Log Files — 13
edes - ARCHIVELOG of NOARCHIVELS

database can operate in one of two
1o mode. When the database 18 in
{ the redo log files (also known

Lk ViD e e
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T .I, ,UETE N system

- T Ly :-Jh'l-.‘\:‘\; -

= ire or Micrre daty
2 traleg o
S g T cach table.

s S THC G e A
B nely e Axtahg., atiated

5 Ta | Fatens kR
i he " ¥ hY

e . tom .y B Etemn O,

T Capacy gf , S i0ed \| &8 sin [k
it T DR Pk TS
Caag o . |L: Ml storape T = ki | ki [ ehn

o r'.d“'-“r P LN Y T
Lhe  das i - H +
Mgt T PR Sl M BT Y ha
. Pare tla H
: M % bold . Lamed S HEY I T
e R . T te {:Hg "» P : = e
taen g hCh Orey -;._.ﬂ HELL N NN TS
< Wtisall, HE- - -

U e “hen the '....f_'_" diwn 2un | 2nn

P - E R =
Wl s ] !

e LR8I e — IhE | 2N | 2R
= W Gasg gy, PA0lZed 1Kk 3

Svepucny, p, Y Ctlengy e it KLU RLL
e i m Vi I
Wkiariy gy e "W lenel o T A
fcur‘ shoi -Iu.""r g ‘.f

TR A fiasd - Dats fje
“drumbey T 5.4 1gyq g, A =
' Ry, s,
Sepmens in U‘md:"" —

VARCHIVELOG mode, the circular reuse @

Seanned with CamScanner



Y Jetadase Marapemen’ Syxtermn (B E. v-So .
= ¥=aam)
2 the or lime roda log files) means that reda entries (a Unit -V 207
¢

or the Oracle instance background processes are also

Eemachom ) 2 no boager avalable case of o !:'11||, \‘nh:cul‘ “rp | e mﬁr
Thio g r-“m(‘.RDUNI)_h'LIMFqDEST, For example, the trace files for

srothe materelated faulire Operating a N y o e 1o
e o of the danahass in ;hr eV :-n:.:'i::hl HIVELC )G “hi.flf“ U S H d SMON (system monitor) contai
becaws al tramachons that are comnmun, '1-1'_”1“"'”'-"2 fatlure g € docy (r“.l‘ .,ﬁf"‘mmﬁml“n 0 4 ot 3 Contaln &n Gitry when
S s g ed but not yet wyy, S¥sigy h.; T o of when SMON pccds to perform instance recovery. The
online redo log files only. So iy ten 1o gy b g ._rﬂHQ“Ug (queus monitor) contain informational messages when
: gy ™ css. Trace files are also ereated for individual user sessions

estny currenthy n onhne redo logs. I your last baepe o oY ' hin JMI :
S Dag i 1} o
Up of muﬁ1¢,"rf : ! 1o the database. These trace files are located in the directory
i 1 i
parameter USER_DUMP_DEST.
T
!

beforr viur carlest redo loe file
i T |1’.‘_.._. file, ¥ou cannpy recover your d
o =]

ko contra. ARCHIVELOG mode sends a filled req . Lty he initialization
O - et

log file 10 one r il Backup Files - Backup files can onginate from a number of

ystem copy commands or Oracle RMAN. 11 the

mart specifind destnations and can be avai
ailab .
&) prvez pamt m time in the cvent that a dn;;:g;::cr::ﬂ:“m“ the datap oe Y opeting s
edia g Mo
failure ocTury, r:,. o »*cold” backup, the backup files are simply operating system
: ol files, archived redo log files, and i

- gt wh
E:;:;d:k éme contammg the datafiles crashes, ¢
g h:iw‘:;;: E:‘ :;;m: Eumc before the crash

Hes,
s were genemated since the backup ':::;;g files, and archiveq log !';Ilqji .
E | o Explain ihe various Oracle memory structires. . _'
ses the server’s physical memory o hold many I.hmgs_l'ur
session information, .

the Oracle exccutable code itsell,
the database, and information shared |

e Lodte datafiles, redo log files, contr
!

i1 Iniialczation Parameter Fi
iles - W g
I mema ; enadatabas ;|
mmaira '::.r :'-\n::-wm (r):f'}: mstance is allocated, and one :!" '::.L'lncc iy ;mmmk:
g ter files 1s o £ ‘0 ty ; = .
pened — cither a text-based file ;_.,ﬂ:':l.::g L ksl processes associated with

«<SIs ez (L

{known penencally as it ora or a PFILE), or a server cecent
) o tain user and data dictionary SQL
ntually permanently stored

& plition, the memory structures con

fil (SPFILE :
! The instamer first looks for an SPFILE in the default loc

Al .

|-, 1long with cached information thatiseve

L 3 E SYSiem ISOR.&(L.E }!{’ h’!’.‘-’dhs on Llll.l, rﬂl cxa P |
ler B OPcTIln m IC as

e spfiie <SID>
looks for 8 Piﬂi “':;:J’: spfileora IMneither of these files exists, the instan
commmand can explicstl, ;t_.tm‘n m;.‘r';:sm-"-nrl Alternatively, the STARTI‘_;:]:- sGa_
bmplqn;m-p] ¥ a PFILE 1o use for startup of Oracle. ] :.r...l:.g.. T RrLr Dufler Foel | hammd Posd
for e files, comirn | files ﬁ;l:::rdol ‘f:_‘lofmnrfomuh specify file locations airdisize | [RFCAC LE Buffer Foal]
i ; ,
On L= yo7es of the VENDUS Structures -—iiL ISR, LA fonh. They also set imes Patasase Buller € oche iSe nh) 13
23 how many usen 10 Boeis s 10 the S_\'sn:m GIIJI].JI Area ISGJ'\). a5 will |
0 kkek nect 1o the datahase simultaneously. I Dataane Hutler L ache (5 irc Bh] 18
4 and Trace Log Fi : l
&0d ofter, does wrme essges !.u‘hrd? = When lhl_l'lgb £o wrong, Oracle can |, - l
PEOCERES 07 user sessions. froc the zierr log, and in the case of background |l
The alers log fije ll - T‘( "0 Slag ! Java Panl l
et BACE oo 0 8 the direr . z
paamcier BACKGROU ¢ directory specified by the initializatios
M’-‘.’;:sum:“‘;;?i-\‘u:’ub.‘.T.I’_U['-ST. contains 1]13’“1“5' significan! Sipeams I'sal ]
B saned up ur shut down €1 s criical emror conditions, When the database Reda Log Buller Lache 1L
& st of snstaalss gy g Pt lﬂrr:c:hl:gr 15 recorded in the alert log, along Wit |- — j
tare different from their default values 12 L __-——smu-rr e A

8ddition. am A -
~am ALTER D, :
e DBA are recorged DT::.’:E‘L O ALTER SYSTEM commands issued b}
focorded bere, Lo, ..u,,-j_'h ;,.;: imvolving tablespaces and their datafiles 3% e csessananeaaseens s Rpeen s S S "
=Sihg 2 ublespace, dropping a tablespace. acd | n Fﬂjﬁ:‘
ol

If-dr.'.; & dasafy
& Lelog ablespa: :
:‘m;:‘ru comupied :ﬂ:': Error conditions, such as tablespaces runnicg Stack Space
Conditons . wnd 50 forth, are also recorded here ™ o ooy tures
Logical Memory Siric
Fig. 5.5 Oracle Log
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08 Database Management System (B E, v,s,m‘, I
on dsk, such as daws blocks from database scEments ang i [ ava pool 15 similar to SQL and PL/SQL code cached in
n

pgﬁtj

nw:-;;'l_gl:d tanacnons in the database. The dagy area alloe OMatigy o 1 ; P
meance 1v called the Svsrem Global Arcg (SGA), The Uilh:d for an n #}-g ams Pool — The streams pool 18 sized by using the
resde in the software code area. Inaddition, an areq facle ¢, et ':.:m EAMS_POOL_SIZE. The streams pool bolds deta
Area (PGA) s pavate 1o cach server and back €3 called the p,, “Culabgl L epne SENLS \1 the Oracle Streams feature of Oracle
Eround Process. Gl . SEructures :ﬂ ::rf;f;‘ manages the shanng of data and events in

. - e 8

sllocated for cach user session or server process. Fip. 5.5
between the oracle memory structures, 7

The following structures are explained -
of el
g 9ocm00 ©

th Syvtem Global Area— It is a prou
n Ofshnrcd | =
for an oracle 1nstance, shared by the users of the o memary sip, { the PGA
) . atabase 1n g1, Cluneg | jorten 0 U dedicatad senvet
oracle mstance is staned, memory is allocated lorthe SGA tm::;l!'::| hen o N l:'-i“‘d""'"f":: ‘th: oracke oveautable files St are
r ode Are

qrnﬁ:dm:h:rmunhminnpmnwl;r file or hard-coded inika vt he Valyel fir) Sofrwer exce These conkt arcas arc statc @ MIRET and
mmn;::un that control the size of the various parts "r'”w‘gh:.-é gptef lni“ﬂ*—f "h oftware 1 sstalind The Oncle wftwar
mamsc, : .Y Fd ] . 7
'y | rarzmelens SGA_M AX_SIZE is specilicd, the oial & A g eh l:ﬂ" ] ':'::h‘h“, - PO USCT [YORTATE.
| o4 ﬂ!d

SGA arcas, must notenceed the value of SGA MAX SI17E 15 o,
MAX_SIZE.IFSGA_MAY o fee
epub i gt 0N TAREE !p:;ihi:}\-\dhh’;ﬁ g1 What are Machgroand proceve ® Faplain in ":]“;ﬂ\‘\"im stant
« Ora¢ a ultmple hack grow
a g Whaz 20 Oracle imstance stans '::.Tn-lk .:1.:;.- :ﬂlr‘“’ 0 perfar &

automatically adjusts the sizes ofthe SGA components, so )
: + S0 that the total amo,.
of memary allocated 1 equal to SGA_TARGET. ! l: ba g ek, 8 e e

Memary 1n the SGA 15 allocated In unit of
' granules, A grany)
;l;htr 4 MIlor 16 MB, depending on the total size ol the SGAI.'!‘-I':' l::sr&:.:
38 than or cqual 10 128 MB, o granule 1s 4 MB. Otherwise, it is 16 M
s (i) Buffer Caches - The buffer cache holds blocks of data from
e have been recently need 1o satisfy a SELECT statement or that contass
fied bl:r-ch that have been changed or added from a DML statement
. fiii) Shared Pool - Iy contains o subcaches, one is the libran
Sxche aad other 18 the data dictionary cache. The shared pool is sized by the

c -
Hhowsth e Wt 0 |
- m Global Area = It 1s an area of memory allocating

i 1 privately fof one sc1 0l CONNECLION PrOvEsses The
depends on the conncction configuration of the

Aprand prineas
r wrw s (e relatonabup Pt oo B

Taee

piober, and the oracle SUGA
’I“M Nrve

SHARED oL sz 1nitslization parameter.
block ) Redo Loy Buffer - It holds the most recent changes to the dan m i
‘1“:1 L't. daaafiles. When the neda log butler 1s one-third full, or eveny § —
n:é:mb; I:.;h wries redo bog neconds 10 the nedo log files. The entnes i the e
U wmen W the redo log files, are entical to database reooven -

f
. & mmh“ Before the changed data blocks ane written from the buffe
:-—hfm sl e A ety communed transaction is not considened complcs L
: r ey have been sucoessfully wiitten to the redo Jog files LD Revweres prece
(]
¥ Lampe Pool - |1 iy gq optional area of the SGA. It 1s used {“ ::f: :::::::‘:

ranctions thy ; -
o ::.—n mm.‘m:‘ with more than one datahase, message butlers ::‘ (WPT  (hechpeint
OPeTatIon, hku..g:ms pasallel quenes, and RMAN parallel backup and ro® s BEws  [atabase W ribe?
¥ c T - II. - 1
s uEzest that the Larpe ol makes avadlable Lanse bi¥ e

of memon, f: g s Fre
" for operations that need W allocate Large Mlocks ofmemory at 4 3 Dess  Puspancher Preett Processes
vir dava p ' VAL (Jav und .
Vitsal Machine, fop ar g % /392 Pl is used by the Oracte JVM (3 Oracle BackEr®
xhine) loe all Java code 2nd d3ta within a user session. S1ONNgE Java Fig. 5.6
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\ Exccutes database jobs that have been

There are many types of Oracle background procesge Jnnn
specific job in helping to manage the instance, Fj ,‘-Ls- Eag), yeuc scheduled usi i "
processes are required and several background p':nc Orac|g bPCrrﬂn,,lu W S using Oracle’s job scheduling
Table 5.4 describes the required background processes 1ccss"5 are Opf.r“"n MNn | Monitors th .
some of the optional background processes S and table 5 g e Ol Monitor Q € message in the message queue

5. Soribe, /02" when Oracle’s Advanced Queuing feature is
Table 5.4 Required Oracle Background py, used.
Cesseg d .
: Operating Syste = Qnnn Used to carry out portions of alarger overall
C ame A Description ;’E:c e query when Oracle’s Paralle] Query feature is used.
. : Dnnn Assigns user’s database requests t
Svst : -nalcher e.req 0 a queue
vstem Monitor SMON Performs instance reggyor Disp where they are then serviced by Shared Server
Ing an instance cragh co1ir} . proesies, WiEn Orislets Shweil Seceel
space in the database. a:;desces free feature is used.
p . o space used for sorti:;g, Manages ghared Server Snnn Server Processes that are shared among
Cleans up failed user g several users when Oracle’s Shared Server
Database Wri connections. " Catabuse feature is used.
ase Writer DBWn* Writes modified datab Memory MMAN | Manages thesize of each individual SGA compo-
from the SGA’s Da(;b:se [';loch Manager nent when Oracle’s Automatic Shared
Log Writer Cache to the datafiles on s(;'skur&r Memory Management f'ea_ru‘re is used.
LGWR Writes transaction recov -- Memory MMON | Gathers and analyzes statistics used by the
mation from the SGA's I:g;“{i"' Monitor Automatic Workload Repository feature. |
Buffer to the online Redo Lo ﬁl:g Mewory MMNL | Gathers and analyzes statistcs used by the [
i on disk BHE] | [Monitor Light Automatic Workload Repository feature. b
Checkpoint CKPT Up dales; the datsh Recovery Writer | RVWR [ Writes recovery information to disk when {
- ,. |
a CheckpoinlaE‘l'ci:;e . ﬁ’”o“ig’ Oracle’s Flashback Database Recovery | &
Table 5.5 feature is used. ' |
Optional Oracle Background Processes Change Tracking | CTWR | Keeps track of Whlcl:l qutnbasc bllolgleccsol‘::ue _
Process Name Operaring System Writer changed when On.lclc 's incrementa ry |
m——— IZ;tgss Description Manager feature is Use¢: ]
n Copies the transaction recovery wENTSANB J .;

information written to disk_by
LGWR (log writer) to the onli
Redg‘ Log files and to a secondary
location in case it is needed I

4 jon
Recove recovery, Nearly all producti®

rer databases use this optional process:

 CONCEPT OF TABLE SPACES, SECMEC oL pED SERVER,
BLOCK, DEDTCATED SERVER, MULTETHE oD SNAPSHOT
DISTRIBUTED DATABASE, DATABAS N — ' |

-
=

A datafile can be a

spaces.
P -damﬂ[fs- o
e |1ga minimum |

one or MO . orOracl

Q.10. Explain the term table

RECO
Recovers fail jons that 8 ists of
: ed transactions ¥ Ans, A (ablespace consists of L latiof = _

distributed across mllllIP; "ol one and nnI;OI!c tablespace. FOQN}";‘E’:} (ablespace and 'thﬂ'SY(S)‘:ul(.:’l}e\ I

Job Queye Sf’fﬂbnses when using Oracle " Wo tablespaces are created, the \Isc || creales $ix mﬁ:f:?:;fbsl-cspucc |
h stri . f " orite . ¥ .
Moniitgr CIQn istributed database feature. f“lmcu. A default installation ‘f: oinor;ablcspuc called
Ballows you to create 3 SP;‘E"_';, (thyws)‘

Assigns jobs to the Job - 1o v
J lich can be as large 88 12

[ ” :
Processes when using Oraci¢ 7
scheduling feature.
s Scanned with CamScanner
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The DBA (data base administrator) can ma

. : ” na
without worrying about the size and structure 0 i CSpace

bl

rlhc und E
erlyin 3 4y
gments sayeq b ghtlalamnsl it
lab

ent, A tem ¢
Pora
that existg Dnlyry tableg

If" a tablespace is temporary, only the se
are temporary. The tablespace itself'is perman

be used for sorting operations and for tables
of the user’s session.

les Page
Page
for the dural?::

Tablespaces can be cither dictionary m

dictionary managed tablespace, extent mana, i i

space, gement i aged

Elglg:gnggtl. cven lfz?ll application tables artl:si?::;dfjdsm iy

mmﬂc{b\n_ espace \_\'1[I‘sull beaccessed for manap; ERS tablespag
hguage (DA )onapplication tables. In 2 locally ey N

maintains 2 bitmap in the header of each dalnﬁlc)t

anaged or locqy)

Q.11. Discuss segments in detail,
Ans. A segmen :
s IS a group of ¢
i P of extents that form g j
o d;;::;. SLIC‘:] asatable orindex. There are fo?:tl:]y;asc C"_b.l'-":m' =
b _ es of se
Dol i segments, index Segments, temporary segmen:.

Every table jn
ad S
alabase resides in a single data segment consisting of
e than one scgment for a table ifitis
. ata segments include LOB (Large
= erenced by a LOB locator columnin
ch index is st o
each partition ored i its own ing
f i = CX §¢ H T
Lo @ partitioned index s gy gn_lcr'u. As with partitioned tables,
1123 user’s QL g1y red in its own segment.

B 8 EOHine <L slalemeny isk i
gmeny s'?mnb OPeration thy gy, “ccd_s disk space to complete an operatio®
* MPorary sepments cx-r_lol fitin memory, Oracle allocates a tempor
mhk-??.’f Oracle 10g many |Ms o1y for the duration of the SQL statem™
SPace, ang e DB al rollback Segments exist only in the systef?

0Cs noy =
Wasl::::jc;o maintain the SYSTEM rollbs
: s 10 save the previous values © 3
S accessj, * 10 provige rua:“on \Was rolled back, and to mainid®
tcovers o b 1€ lable, R Consistent views of table datd
When the dﬂlah;,nf’ Or rolling ey UIigack‘Sngem Were alia gl durinf
N¢¢ crasheg o 'T:“Iilr[;‘:czunsac"ons that were act*®
unexpectedly.

such
se

v
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0g. Automatic Undo Manflgt_:mcm handles the automatic allocation
 of rollback segments within an undo tablespace. Within an undo
o e undo segments are structured similarly to rollback segments, except

" of how these segments are manzlxged is under control of Oracle,
s " being managed by the DBA. Automatic undo segments were available
it Oracle 93, but manually managed rollback segments are still available
i Oracle 11g, Automatic Undo Management is enabled by default.

f.b-k 10g In
o2 Define segment, extents and block. (R.GPV, Dec. 2014)

Ans. Segment — Refer to Q.11.

fatents - It is the next level of logical grouping in the database. An extent
sists of one or more database blocks. When you enlarge a database object,
L pace added to the object is allocated as an extent. Extents are managed by
ke at the datafle level.

Block — A database block is the smallest unit of storage in Oracle. The
aofablock is a specific number of bytes of storage within a given tablespace,
vikin the database.

To facilitate efficient disk /O performance, a block is usually a multiple
dte operating system block size. The default block size is specified by the
Orcle initialization parameter DB_BLOCK g|ZE. Most operating systems will

tlow as many as four other block sizes 10 be defined for other tablespaces in
te daabase. Some high-end operating systems Wi

hﬂr.lCl': 1
et

; {gl;lll

Il allow fine block sizes.
Te blocks in the SYSTEM, SYSAUX, and any temporary tablespaces must
kofthe size DB_BLOCK_SIZE.

0.13. Explain dedicated and multi-threaded server. { RGPV, Dec. 2019)

or
: " ’ _threaded server.
Explain the dedicated server and multi-thre RGPV, May 2018)
_ Ans. Dedicated Server — In an upscale restaurant, L m:cilh:;ﬁ 1;::
Your gwnp personal waitperson. That waitperson 15 ther: :loi ngks N aliat
01t you 10 your seat. They take your order for food an orn is }csponsible
°% many other patrons enter the restaurant, Your W

or sery;
erving only your requests.

, A dedicated server environment WOTES ©' FO o
¢ 0 connection is associated with a dedicale Oracle server exists. Mo
Aled & shadoy: process, on the machine, where the

icated
" er the same dedicate
et how many other connections are made 0 mclsﬂr‘ :::quesls. You use the
l'ln'g-_‘r is alw ays rcsponSible for processing only .}?l;'rnm the Oragcle server.
MVices of that server process until you dlsc.m“;tc ser connecting 10 Oracle
b & : el y single USel =00 L o the buffer
vil | dedicated server conne vl from disk int
ave a personal genic hand Il also

same way. Every

H much the .
works In rocess, sometimes

jon, every sin
ling data retre
nnected 10 Oracle, U

here Wi
fche. I there are 200 users €0
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Sem) Sema
- The distribution of
genies out there erabbing data from disk ang Pulling in the 1, d, possibly hctefoge“em_]:(‘mc;:ﬁug:sdﬂ distribution. All
thase users, The architectural Selup meang that every use, o Uffer Cahy , |ﬂﬂ,nnectf creates a feasible Fﬂl‘“ from cach site. Thus, distribured
retrieval requests acted upon immediatcfy. Italsg mennSihcf_. ‘,f ]h's or htrda: Fsog pOVEr ust still be ﬂCFc?'S‘b ef ollection of data with different
memory and CpU overhead on (he machine runnip the Ofacjl.l be add,‘,;%! :wd dalﬂ‘ r;eﬁned as consisting c; a cnning on independent computer
that cach dedicated server process wij], dcpendm 2 0N the Wohrlflm S¢, ang [ ye €30 bbgntrol of separate DBM E: crll; nd each system has autonommjs
access method, sit idle most of the time. Still, this i Setup e 0ad apg lhe ﬁ._‘n,jenhc Ccuml’“'ers are inlerconncl-:_: cuons Each system panicipﬂleslm
DBAS for overall performance Teasons, whep hardw, esour, b)fnu,,y Allthe bility, serving local app “if“ ik Such applications require
available, = © feagily 'wing_CaP:‘anc’ or more global applications.
Multi-threaded Server — User ’ﬂﬂuuo:‘ than one site. cial database products adopt
The MTS architecture climinates Process ﬂ“mT C‘ talog — The various con}r:e:e il t thelmysiem:enislog.
the need for 5 dedicated server @ .;“igns and termin01°$y ?v“'lar mgemdaladcscribingconcﬂﬂml-
process for each connection erent ?on::ncml. the catalogs contain simi .
(see fig. 5.7). A sma] number Apg;?:lm 'wﬂ'lzg;:xlcmal schemas, is called the data dictionary. Tlf:
of shared ERvCTS o) perform . E, the collection of melad'ala e :uch as tables, indexes, v::us
the same amoyn( of processing MOMC;-nrnation about schema objects, is allawed mmughgim_rhesu
4$ many dedicated servers, mditais in oc i dlclloﬁ‘:i USER. ALL and Dveépreﬁ-‘:
Also, since the amoun, of Client Warkstygg, W?}‘:}i:‘;rc ;jivided into three categori ews that ha
Memory required for eacly user Database senee |7 WhiC
is relatively small, less memory
and pro

Features such as ¢

onnection
pooling help ;

€ user
increasing the
ible simultanegys
the databage.

To set UP your system i a
MTs conﬁguralion. start the
listener Process ap

Connections 1o

ERS

Q.14, Define the forr,

'stem

Ans, (i)

Dt'srr.l'bmgd Syst,
Connected UL

s,
0 mlclligcnlrcmotc

Parameter, restart the j
ion, MTS__DISI’ATCH

mis_dispatchers = “(attribute = value)
. Wing termg _
(i) Dt‘stribared 5y

dcvict:s,

System Global Arﬂ\

==
Request P
Queue

Fig. .7 .
nstance, which at this }[,':lla :
ERS should be set in the

i ; jﬂﬂ
(ii) Catalog, RGPV, DT”,(:#
= Distributed system is a centrs ap

R cO
each of which can itselfbe

jous vigws: Ths views Bt R, o
the various viex ned by a u x of
Emsare used as prefixes .f:;omation for objects oot 1 with a |:vlr;(=£l e
{USER contain schema i ranted access 10 nain information a
S U et h;s be::mginislramr and cont
A are for the database
fabase objects, . tion al
The sy:tem catalog contains '."for)m ?x,ncep
S - external (view definitions), )
g and index descriptions). istributed databiev s 2006, 201
Q.15. Write short note on the ‘:;:IEP V., June 20 ’h:n the technology

. n
s born W idea is show
s was O ing. The
£ .
f netwo

ree levels of database

boutall th ) and internal

ual (base tables

: tabase
Ans. The idea of distnbu}‘:;dcg:‘cep: [
¥ databases was married to t

Databases
+
Networking
= King
Nenvor wired
fatributed pase + cent of
Tatabae tabase = D" ffwith the ‘::: :ilniﬁcﬂn“
d Da okoO d gren
istribute bases 100% ' me
Fig. 5.8 D ta Iras

. d databas ies
The concept of distrlbiu‘:lion facilitt

C
mun
*d wireless data com
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o by - m

}\'hen the Inlcn_'rct was born. Now, that the intery
important medium for conducting business y b
have become the most effe s

dwide, dj me an exi,
distances. 'sl“buledd ne)

ctive tech
nology for Sharing da 1Iab,,h

The term distributed databases | "ty

logic as such. A distribut

log - ed datab

ggrrclatcd databases, connected 13“;
1s also leads us 1o the definiti

Svstem (DDBMS). Rgsapag

) Thg fundamental conce

1s physically distributed ac

as nothing to o wi
is a i l
St (:Olllccflon of multiple |y,
nother over 5 compute i,
T netw,

a Distributeqd Datapase Ma
rmgeu;m{

¢ Pmces;gn!

ptofadistributed d
atabase is the f;
T0ss many computers shoy|d bealf:du;i;a;la
u To
as a single database \vh?zl::

: . that the dat i ~inf
This concept is shown in fig. 5.9 abase is scattered across many m;;t:r:

O
M

50

Users Believe th,
at Th
is a Single, Ctl‘lll"l“!:dn
Database

In Reality, It 1s o
_ Collection of
Distributed Databases

£

Fi
8- 5.9 The lilusioy

Distribugeq p of Centralised Database in a

atabase Environment
the fa(!owlng -

ans. iy p
o Ed&.a
) Mg, " ~ Refer w.Gry, pe. 1
i) L4 s'n"“-Rc.'rQ'lJ'
I ﬁd:e R clerto Q-l3.

" Referio 5,

v
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factor that does not appear in centralized systems
control and recovery in distributed system.
(R.GPY.,, Dec. 2008)
peurrrency control and recovery purposes, numerous
rs arise in a distributed DBMS environment that are not
_ntered in 8 centralized DBMS environment. These are as follows —

(i Dealing with Maultiple Copies ‘.’f l!w Data _Hems — The
gocurrency control method is responsible for maintaining consistency among
sese copies. The recovery method is responsible fjor making a copy consistent
sih other copies if the site on which the copy 18 stored fails and recovers

fater.

17, Discuss the
W ljfm coneurrency

Ans. For €0
ms 0f facto

(ii) Failure of Individual Sites — The DDBMS should continue to
when one or more individual sites

gerste with its running sites, if possible, !
il When a site recovers, its local database must be brought up-to-date with
e rest of the sites before it joins the system.
(iii) Failure of Communication Links — The system must be able
by deal with failure of one or more of the communication links.ﬂ_:at .connecl
te sites. An extreme case of this problem is that network partitioning may
wcur. This breaks up the sites into two or more partitions, where the sites
vithin each partition can communicate only with one another and not with
slies in other partitions.

(iv) Distributed Commit — Problem & Wit
fnsaction that is accessing databases stored on mulll]_ﬂc s!
fail during the commit process. The two-phase commit protoco

deal with this
problem. -
several sites,
(v) Distributed Deadiock - Deadlock may occur among |_
%techniques for dealing with deadlocks must be extended to take this into accoun
em ? Howitis different from the

Q.18. What is distributed database sy
i . ibuted system.
Centralized database system ? Give the 4ses of distrib (R.G?! ¥, Nov. 2018)

se System — Refer to Q.15.
alized Database System

s arise with committing a
tes if some sites
1 is used to

and Dis'fibuted

Ans. Distributed Databa
\ralized database

Difference between Centr

Database System — There are severl differences betfcen o
ystem and distributed database SYStet asuf,ouc(::éal site controls the database
(i) The database administrator s m, there is 8 global database

" a centralized system, whilein @ distributed syste

Wministrator responsible for the whole SYSEIN i iputed systems
(i) Recovery from failure 1 more comp

% compare to centralized systems- ok
(iii) The main difference between cen —
Systems is that in the former, the data res:dc sm

¢ latter, the data reside in gevern] locations.

zed and distributed databasé
single location, whereas in
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e itation — New sites can be added to the network
F : . Facilita . ]

(V) A type of databasc that contains a sing|e databag, | . Growth rnqiions of other sites. g i
location in the network is known as centralized da!ﬂbnsc, While ?Cn!cd U o, i\-:EnE {he operd B e T sites are smaller
database refers 10 a type of database that containg WO 0r more r distryp il jmproved Com? cal sites foster better communication among
located at different locations in the network, bage fileg ( i erto custoMeTs, loc s conniy staff."un

(v) Managing, updating and taking in backups of daty - wdclos stomers a
there is only one database file, while as there are Varioyg g
distributed database, it requires time t

(vi) In centralized database

can be some data inconsistency.

Uses of Distributed System — A distributed DBMsS software
able to provide the following functions —

(i) Security

(i1) Keeping track of data

(tii) Replicated data management

(iv) System catalog management

(v) Distributed query processing

(vi) Distributed database recovery

(vii) Distributed transaction management

(viii) Distributed directory (catalog) management

(ix) Communication services to provide access to remote data.
Q.19. Whatare e advantages apg disadvantages of distributed database

managemepy System ?

Or
Explain he advantages gyq disadvantages of distributed database.
(R.GPV,, Dec. 201§
Ans. There are <ey,

S
era) advantages ang disadvantages of distribut
managemen syslem.

(i) Dawg are Lo

L cated Negy The
Ina dxsu:nulml

; ¢ datt
Greatest Demand Site —Th
stem are

; il irement:
dispersed 1o malch business require
€Oy — By
PaNy's data

datzhase o,

lly
} + a Jocall)
Users ofien work with only

(1) Faster Dury Procey sing
b workload p

oul the Svslem” -

reads
" ‘i Spre
Adistnibuted database systen
y Processing data ar seyeral sites.

must be

¢ een € ; i dd
et d between cu It is more cost effective to a
b“‘*'k: [ ents a0 ating Costs —
abase gy, 1) Reduced Oper

; i system. Development
i) a network than to uptli:;:;: arﬁn\:ﬂi\;‘;czthcn e
-, K mame gy o i usually
re cheaply an PCs and workstations are
jdone MO ; » Interface — s mrifies
4 (o) User—ﬁller:::? eraphical user interface (GUI). The GUI simp
with an easy-10-Us i
" minine for end users. Nk Fallare — Whisa o oF he
pd RInINE Single-Point-Fa L P
i er of @ tions. Data
(ru:_)lf-f::ee:[:%md is picked up by other workstati
ters fails,

i ites.
the | fistributed at multiple site

: s any
d user is able to acces
ndence — The en ! o iy
e gy ok
@ihle copy of 1 o
:::nr at the data location. :
- g
Disadvantages — d Control — Applications m
lexity of Management an titch together data from
) i) Comp X nd they must be able to o to coordinate database
wgize dalaDloCs“D: d:‘inish'a“’rs must have the ;bt:lgnomalies- coninseivi
erentsites. Database i s
base degradation due kup, recovery, q
2“;6 = plret:::c?lz:lfcnc? control, sccurﬂ)‘;- E:::adzrﬁsedand resolved.
igement, 1 oy . =
o n, and soon, m . increases w
mhol"l.. access p:.ith sc!;-:t:)pmhabiliw of chung:;p::nagcmcnl will be
e ltf::ut fef:r‘;:ﬁ:p_lc sites, the responsibility 0
aled a s :
by different people at several s:ll_l::r
(iii) Lack of Standards — le. different data
Macols at the database level. For Ux‘“f‘f‘:lc’s to manage the
Tentand often incompatible ‘.c':hm?:nt ; ies of data are
ing in a DDBMS environment. £ — Multiple cop e
Pl'OcessmB n " R,quiremen. disk storage sp )
@) Increased Smm‘:equiring additional di generally higher
quited a¢ different sites, thus

raining costs are times
d Training Cost =T ml:stml'ﬂed model, some
inac
(v) Increase ina

! Id be -are savings.
"2 distributed model than they w?ulionﬂl and hardware ive the various
Ben g L of offsetting operd ibuted databases ? Give t system.

0 the exten! sand by distribute: ke mﬂﬂ"ﬁtmmc_ 20
Q.20 What do you "”::;:5 of distributed da (R.GPV, De
“bantages and disadvan

ication

rd communica
e are no smndlaasc vendors employ
distribution of data

19,
Ans. Refer 10 Q.15 and Q
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0.21. What are the main advantages of a distributed datapas,

(RGP, gt

M,

Ans. Refer 10 Q.19. o 1y

Q.22. Write short nofe on the database links,

Ans. Oracle databases can reference data that is stored outsige of te
local darabase. When referencing such data, you must specify the fullyq‘u]jﬁd
name of the remote object. _

To specify an access path to an object in a remote database, you will peed
10 create a database link. Database links can either be public (available 1o
accounts in that database) or private (created by a user for only that aceoysyy
use). When you create a database link, you specify the name of the account
connect 1o, the password for the account, and the service name associasf
with the remote database. I you do not specify an account name lo connent
to, Orzcle will use your local account name and password for the connection
to the remote database.

The following example creates a public link named MY _LINK -

create public database link MY_LINK

connect to HR identified by PUFFINSTUFF

using ‘DB1"; el

Here, the link specifies that when it is used, it will open up a sessionin Ihe
database identified by the service named DB1. When it opens the session 0
the DBI instance, it will log in as the user account HR, with the password
PUFFINSTUFF. The service names for instances are stored in c:‘(‘.infl'.gl-l“':"ml
files used by Oracle Net. The configuration file for service names 15 ¢35
tnsnames orz, and it specifies the host, port, and instance associaled with
each service name.

To use this link for a table, the link must be specified in the from claush
as in the following example - !

select * from EMPLOYEE@MY_LINK ; he

The preceding query will access the EMPLOYEE table through
MY_LINK database link. You can create a synonym for this table, as show?
the following SQL command —

create synonym EMPLOYEE for EMPLOYEE@MYLINK

Q.23. Write short note on the snapshot.

rmm:::bls‘r:apshuts ‘.':rc objects in Oracle that enable you to l.q:ph inclu
ok one database to a copy of the table in another. Privileges '™
o ,.u!,,.;,I: ‘ :,I“W an)‘maps.ﬁur. alter any snapshot, and drop m,_,-;na}’:hﬂﬁ
ol's'.atisuc:.lmll:m: ;:ljfi];?g[t‘qmn ol statistics is called a suupﬂ*f’ﬂ Sn:"!uliﬂ“'
Kather, they are o POINt-in.ip
VS views, and are Biven a

EEEratle reports on the ¢hy,

cate dt

ne collection of the statistics available throvs o
Snap_ID valye 1o identify the snapshol- o ’
Pges in the statistics between any two snapsh

.

¥
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To generate a snapshot of the statistics, execute the SNAP
the STATSPACK package, as shown in the following listing. ‘1:'10?:;!:::::
Iogged in as the PERFSTAT user to execute this procedure.

execule STATSPACK.SNAP :

when the SNAP procedure is executed, Oracle populates your SNAPS
mbles with the current-statistics. You can then query those tables directly, or
ou can use the standard STATSPACK report.

Snapshots should be taken in one of two ways —

(i) To evaluate performance during specific tests of the system.
For these tests, you can execule the SNAP procedure manually.

(i) To evaluate performance changes over a long period of time. To
establish a baseline of the system performance, you may generate statistics
snapshots on a scheduled basis. For these snapshots, you should schedule the
GNAP procedure exccution through Oracle’s internal DBMS_JOB scheduler
or through an operaling system scheduler,

__
! DATA DICTIONARY, DYNAMIC PERFORMANCE VIEW, ?
SECURITY, ROLE MANAGEMENT, PRIVILEGE MANAGEMENT,

PROFILES, INVOKER DEFINED SECURITY MODEL, SQL J
; ? QUERIES iy ¥
#
0.24. With respect to Oracle describe the Jollowing —

Data block (ii) Data dictionary (ifi) Segments.
= (R.GRV.,, Dec. 2010)

Ans. (i) Data Block = Refer to Q.12.

(ii) Data Dictionary — The data dictionary is cnllcc_tion of database
bles, owned by the SYS and S¥STEM schemas, that contain the metadata
thout the database, its structures, and the privileges and roles of dalabase uISLTrs.

A data dictionary is defined as a DBMS componenl that stores the definition
of data characteristics and relationships. The DBMS data dictionary provides
lie DBMS with its self-describing characteristic. [n t:chC_l.Ilhe daw_d:cllmmq
fsembles an X-ray of the company’s enlire data sel, and it is a crucial element

2data administration.
There are two main types of data dictionary =

(a)Integrated (b) Stand alone.

An integrated data dictionary is included \?'uh the DBMS. For f:.:;"'lfll‘lf;lnilr!
Rlstional DBMSs include a built-in data dictionary of s}stemir;a 2 i
Swently accessed and updated by the R[?Bh-iS. Olh‘tldnl?l: DE I:S&)I .
:.]d;r types, do not have a built-in data dictionary. Instead,

“hpany standalone data dictionary systems. . .
i iv ‘e, An active data

Data dictionary can also be classified as active Or passive _' ;

Wonary is “UTUN?:IIiCnIly updated by the DBMS with every database access,
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. information up 10 date. A l‘-l\'\”;‘ d-?lfd d:cnemrn_\‘ is
. PNy e ' . a Datch pProces
thereby keeping e 1“1”\ and usually requares running a batch y TOCeSS, h-‘\t:\
wd agtomabcaliy ¢ .’
not updated aut

- oK arma < NOrmM? v usc b h o~
anar acees nfi non 18 N al Ly ised by i I8 l‘]n,\‘\‘ { )
«5 mformaho
dichons acs ” . or
ophmizahon | WPOSCS b

(iii) Segments — Refer 1o QI

- siomary * Whatitstores ? How can this informaioy,
.25, Whar is data dictionary « RGER N
be m(:m in DEMS. ( Tay 2013
Ans. Refer 1o Q.24 (i)
lain the following — .
o.:{:‘m dx;n{-uo- (i) Table spaces (iii) Segments.
Ans (i) Data Dictionary — Refer 10 Q.24 (ii).
fii) Table Spaces — Refer to Q.10.
fiii) Segments — Refer 10 Q.11.

(.27. What do you mean by the dvnamic performance views ?

Ans. Dynamic performance views are not part of the Oracle dictionary
per se. but nevertheless are useful for managing your database. Dynamic
performance views are updated constantly by Oracle with important data

sbout database operation. Some examples of dynamic performance views
m -

(i) VSDATABASE - 1t contains information about the database
itself, such es the database name and when the database was created.

(ii) VESYSSTAT -
of your database,

(iii) VSSESSION, VSSESSTAT — Most information about
performance for individual user sessions is stored here.

It contains information about the performance

53 (iv) VSLOG VSLOGFILE - It contains information about onlin
0 logs.

(v)  VSDATAFILE - It contains information about Oracle datafiles.

(vi) VSCONT, ROLFILE
control files,

(vii) VSVERSION

- It contains information about Oracle

P = It shows which software version the databasé

is using.

. (viii) VSOPTI

installed in the database
(i) VssoL

= It displays information about the SQL statem®
that database sers have been issuing,

' : 1
ON - 1t displays which optional components &

yre vty important issue. This is handleq b
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0.28. Write short note on the security,

Ans. stcuril.ty means p[ﬂlcclil1gllhc data apaing accidental or intentional
by unauthorized users. The seeunty and proteetion of sensitive information
Yy a DBMS casily and efficiently,
ned for one user or a group of users
e oreven read sensitive information,

issions and access rights can be def
qthatany unauthorised user cannot upda

Oracle makes several levels of seeurity available to the DBA —
(i) Account sccurity for a validation of users
(i) Access security for database objects
(iii) System-level security for managing global privileges.

Account Security — If you want (o access data in an Oracle database,

you must have access to an account in that database. This access can be
direct through user connections into a database,

orindirect. Indirect connections
mclude aceess through preset authorizations within database links. Each
sccount must have a password associated with it A database account can also
be tied 1o an operating system account, Pa

sswords are set for a user when
uer's account is created and may be altered after the account is created. A
wer's ability to alter the account password will be limited by the tools to

which he or she is granted access. The database stores an encrypted version
of the password in a data dictionary table. If the account is directly related to
n operating system account, it is possible to bypass the password check and
rely on the operating system authentication instead.

Objeet Privileges — Access (o objects within a database is enabled through

mivileges. These allow specific database commands to be used against specific
Gtabase objects through the gran! command. For example, if the user KRISHNA
Wnsa table called EMPLOYEE, and executes the command.

grant select on EMPLOYEE to PUBLIC;

Then all users (PUBLIC) will be able ta select records.ﬁ"om KRIS%iNA“S
EMPLOYEE table. You can create roles, named groups of privileges, to simplify
¢ ddministration of privileges. For applications with large nUﬂ}bﬂS of users,
ks greatly reduce the number of granr commands needed: Since rglfes c::
Password protected and can be dynamically enabled or disabled, they a
¥ additiona) layer of security 1o the database.

r oo ¢s o manage the

System-level Roles and Privileges — You can usi;::ls are create lable

“M-leve] commands available o users. These ct?n‘\l'l obiect are authorized

alfer index. Actions against cach type of data e aranted the CREATE
eh separate privileges. For instance, a user may be g0

ABLE privilege or CREATE INDEX privilege. g AmEn

ino does the optimization oceur,

b .29, 44 what point during 'J”3’."'"r”""'"‘""'i;f‘::,s\;;‘;‘,;_.:"v‘,m hase securins

ey the advantuges of distribuing database. Ao & (RGRV, Dec. 2012)
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Ans. Query Optimization — Refer to Q.40 (Unit-111),
Advantages of Distributed Databasc — Refer to Q.19,,
Database Security — Refer to Q.28.

Q.30. Wha is role ? How roles are created and maintained ?

Ans. Arole is a tool for administering privileges. Privileges can be granteq
to a role, and then that role can be granted to other roles and users, This
users can inherit privileges through roles. J

To create a role, use the CREATE ROLE statement you can optional|
include an IDENTIFIED BY clause that requires users to authenticate
themselves before enabling the role, Roles requiring authentication are typically
used inside an application, where a user’s activities are controlled by the
application. To create the role APPL_DBA, execute the following —

CREATE ROLE appl_data;
To enable a role, execute a SET ROLE statement, like this —

SET ROLE appl_dba IDENTIFIED BY meow;
Q.31. What are privileges ? Give its types.

Ans. Privileges allow a user 1o access database objects or execute stored
programs that are owned by another user. Privileges also enable a user to

perform system-level operations, such as connecting to the database,
atzble, or altering the database.

~ Privileges are assigned to a user, 1o the special user PUBLIC, or to arole
with the GRANT statement and can be rescined with the REVOKE statement.

There are two types of privileges —

(i) System privileges (i) Object privileges.

(i) System Privileges — System privileges control the creation and

maintenance of many database objects, such as rollback segments, synonyms,
1able, and triggers. In addition, the ability to use the analyze command and the
Oracle database audir capability is poverned by system privileges.
_ There are several sub-categories of system privileges that relate to each
object. Those categories determine the sc ope of ability that the privilege grante¢
will have. There are following classes or categories of system privileges =
(a) Admin Functions —
typically reserved for and performed b
system, audit system, audi any, alte
SYSOPER, and grant any privilege.

creating

These privileges relate to activites
y the DBA. Privileges include dgtf
r database, analyze any, SYSDB4

(b) Database Access —
the database, when they can acces
management of their own session. Privi
end restricted session,

These privileges control who M“r]iﬂl
s it, and what they can do TCS"‘W
leges include create session, alter S¢S

_ drop tablespace, and unlimited tablespace.
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privileges are typically reserved for
ace, alterspace, manage tablespace,

(¢) - Tablespaces — These
pBAs. Privileges include create rablesp,

(d) Users -"1"he:sc privileges are used to manage users on the
Oracle database. Thesc privileges are reserved for DBAs or security adminis-
wators, Privileges include create user, become user alter user, and drop user

(e) Undo Segments - These privile ges include create roliback
segment. alter rollback segment, and drop rollback segment, If you plan to
use automatic undo management, no users need to be granted these
privileges.

()" Tables —These privileges govern which users can create and
maintain tables. These privileges include create table, create any table, alter any
table, backup any table, drop any 1able, lock any table, comment any fable,
select any table, insert any table, update any table, and delete any table.

() Clusters — Clusters are used to store tables commonly used
together inclose physical proximity on disk. These privileges include create cluster
create any cluster, alter any cluster, and drop any cluster. The create cluster and
create any cluster privileges also enable you to alter and drop those clusters,

(h) Indexes — Indexes are used lo improve SQL statement
performance on tables containing lots of row data. These privileges include
create any index, alter any index, and drop any index.

(1) Synonyms — A synonym is a database object that enables
you to reference another object by a different name. These privileges include
creale synonym, create any synonym, drop any syronym, create public synonym,
and drop public synonym.

(j) Views- A view is an object conlaininga SQLstat:m_eqt that
behaves like a table in Oracle, except that it stores no data. These privileges
include create view, create any view, and drop any view.

" (k) Sequences— A sequence is an object in Oracle that gcn;r:is
according to rules you can define. These pni vileges mdwjja:wmm'
treate any sequence, alter any sequence, drop any Sequerice. and seleci mvs;q: Me

() Database Links — These privileges mcludc" ;r:utr a
link, create public database link, and drop public database o

(m) Roles — Roles are objects that can b’c udsr:; a?f:- ml:gmm

Privilege management. These privileges include create rofe. )
any role, and alter any role. =
(n) Transactions —These privileges
distributed transactions being processed on the Orac
include Jorce transaction and force cm_\: r:un:m-r:‘::.tcs N
I — These privilcges enables YOu LOCTER® * 0,
Manage diETcE::l :;;:j%l‘ blocks. The privileges include create 7

(A
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226 Datad
up any procedure, and exe

s procedure, dr
any P"“‘""""‘m alterany p Cute any,

crake
procedure. (p) Triggers - Triggers are PL/SQL blocks in Oracle thyy

4 eXeey
od DML activity occurs on the table to which the :

igger i

specifi i i
T leges include create frigger, create any trigger, aljey any

associated. These privile
trigeer, and drop any frigeer. " ;

(q) Profiles — Pmﬁlcs are ohj_ecls in 'Umc[c that enable you 1o
imposc limits on resources forqu:rs in the machine hosting Oracle. These privileges
include creare profile. alter profile, drop profile, and alter resource cost.

(r) Snapshots and Materialized Views — Snapshots are objects
in Oracle that enable you to replicate data from a table in one database 1o 5
copy of the table in another. These privileges include create snapshot, creqy,
anv snapshot, alter any snapshat, and drop any snapshot.

- (s) Directories — Dircctories are objects in Oracle that refer 1o
directories on the machine hosting the Oracle database. They are used 1o
identify 2 directory that contains objects Oracle keeps track of that are externa)
to Oracle, such as objects of the BFILE type. These privileges include creare
any directory and drop any directory.

(t) Types — Types in Oracle correspond to user-defined types
you can creale in the Oracle 8i objects option. These privileges include create
type, create any type, alter an type, drop any type, and execute any type.

(u) Libraries — A library is an object that enables you to
reference 2 set of procedures external to Oracle. These privileges include
create library, create any library, alter any library, drop any library, and execute
any library.

(i) Object Privileges — Object privileges govern a user’s ability to
manipulate database objects owned by other users in the database. Object
privileges permit the owner of database objects, such as tables, to administer
access o those objects according to the following types of access.

There are following types of object privileges —

(2) SELECT — It permits the grantee of this object privilege lo
access the data in a table, sequence, view, or snapshot.

il it (b) INSERT — It permiits the grantee of this object privilege (0
no a table or, in some CaSes, 2 View.

(c) UPDATE - i tc ol jvilege 1o
update data into a wble or \'jc“l-.l e s

(d) DELETE
delete data from a table or vi

) (e) ALTER
alter the defintion of alabl
database objects are

A

= It permits the grantee of this object privilege ©0
ew.
= It permits the grantee of this object privilege ©

® Hble or sequence only. The alfer privileges on all othe?
considered system privileges.
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f) INDEX - It permits the grantee of this object privilege to
. 1.¢ on a table already defined.
(=, a H
e a0 P R[-:FERE'\_'C"'S -t permits the grantee to create or alter a
der to create @ foreign key constraint against data in the referenced
0

e ) EXECUTE — It permits the grantee to run a stored procedure

% function-

0.32. What is the profile? - _

- Aprofile is a named collection of settings that control how much of

Ans. < resource a given user can use. By specifying profiles, the DBA
N#uw; w much storage space a user can use, how long a user can be
2 hm“d :ow much idle time may be used before the user is disconnected,

e In an ideal world, all users would have unlimited access to all
ﬁ;::;t all times, but in the real world, such access is neither possible nor
fsnable.
n other words, profiles are n‘bundlcd set of resource-usage parameters
satthe DBA can setin order to limit the users averall host machine uti hzanand.
Adriving idea behind their use is that many l:!nd users of the system only nee
yceriain amount of the host machine’s capacity during their session. To rcd‘:‘;e
& chance that one user could affect the overall database pcrfo'nn:::e with,
ay.2 poorly formulated adhoc report that drags the database to Iis knees, yE:
m;}-usig;n profiles for each user that limit the amount of time they can spe

on the system.
0.33. How to combine the definer and invoker rights model ?

Ans. Invoker rights programs allow central code to reflect ba:;k ;:cclhs:
alling schema. Definer rights programs allow remote s:;:nmfpplimions
keal data (i.e., data in the same schema as the program). Many
fequire a combination of these flavours.

Suppose, for example, that the national
1ble of *perpetrators’, law enforcement S information, the
more people i:?:;e United States. Due to the scnsu"{:ry Eiﬂgnﬂ;be accessed
SLPhas decided to maintain a single h'-‘ﬂdq“a"l'l:’” :2 c;;ion-sp“iﬁ‘ stolen_life
drecily by the city/town schemas, Yet both the od to be accessed by the

Stolen Lives Project nl;o maintains
officers who have killed one or

Sble and the systemwide perpetrators table n¢
heck_city_statistics d ic synonym
_City_ procedure. ; {o create a public sy
What's a code architectto do? One thought might o has its OWN pErPEIOs

b b perpetrators table and make sure hat 0 Y SERCTRL o phe eference

%le. When the city schema runs the central md;: source of data.

“ Perpetrators would, in fact, be to that - ties procedure,
That works fine for the check__cn)'__smllfh any city schema

the rest of the application ? With this approacth.

but what about
can diﬂ:clb’
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access the perpetrators table, a violation of securi
urity. So the Synonyms solution 1Q.show_perps (USER);

is no solution at all.
With Oracle 81, however, you don'tneed 1o do anvthi pl "%

;ol:-‘ﬂ o “:1:: around the shared data structure, \'oju nl:fdn::md;h :ln I::_,"Wu [ FOR lifestolen IN (SELECT * FROM stolen _life)

VLT, S0 Vo - . L
e -t r: ca.;]lrhwl e the n'ndcl_uscd for resolving external refe, tha, [ Loop s

be perpet tadle 15 accessed directly by the check e rences, show_victim (lifestolen);
procedure, the reference can cnf}' be resolved b}‘ the Cll‘y ﬁc_hg Y__‘SlallSIJcs END LOOP;
direet acoess (viz a synonym) to the table. The check city Sl:;tislicr::;,:og:;m END;

_City_ o

By offering both the definer and invoker rights models in Oracle8i, Oracle
Lmonstrates its continuing commitment to the PL/SQL language.

. ] — The invoker rights model gives all of us another tool to use as we construct
Saopial] B ESLLL N ki ¢ wspplications. By coming up with a simple syntax for applying this model,
| @ Oricle makes it casier for us to learn and implement this new approach.

0.34. How the "GROUP BY™ clause works ? (R.GPV.,, Dec. 2015)

cannot, therefore, query the perpetrators table d;

i 2 trectly. Instead, ;
5..10. it will call another procedure, compiled under the dcfin:f :'how" in fig
which, in trm, works with the perpetrators table, ights model,

Or
Define the GROUP BY clause in context of SQL. (R.GEY, Dec. 2017)

Ans, The GROUP BY clause takes the form —
GROUP BY < column name commalist >
The < column name commalist > must not be empty. Let TI:EU';CJ::‘;:F
¢fevaluating the immediately preceding FROM clause and “.';II!E scc n:u-“ el
. uy). Each <column name> mentioned invll?n-_.-r:iIIOU:: gt’ |,}fcngROUP o
Fig. inati S eptionally qualificd name of a column of T. The result @ =~ 4
- m::’;m Combination of Definer and Invoker Rights Model tluse is 3 L-u“p‘_.d wble - i.c., a sctof wrrisn:ll;n rz:rs;?;r;:ﬁsrzr:l 1‘1;“1:
! file provi i . ing it into the minimu et
ey squ;: mmdmﬁ ::ll"h!rnhuon thatreflects this blended approach. ::;F;:;Igﬂr:mr:g:g h"n::l 1;)1;- same value for the combination of columns
E:IEIAMTE 6 ;n compznio'n disk-]: nﬂpiumi&‘l;:’mqw the perpetrutors table, identified by the GROUP BY clause. RGRY, Dec. 2017
: - ¢ . L. L R
REPLACE PROCEDURE show _perps (loc IN VARCHAR2) 0.35. Define the distinct clause in coniext ':{ fﬂ - dancy of rows in the
Ans. Distinct clause s used 10 cllrnln:;ﬂws. Foe cxample —

AUTHID DEFIN
AS ER -
output, Mean the output has not duplicale

BEGIN
ooy ™ LT T hOM popete S ion T [ ELECTORSTINGE S e 3550
_ m‘ﬂé‘f}fﬁff’"“"“ 8" rec.rank | * * | rec.name); mame 1 cless '&'? ‘gm
\ : Raju
M’E’u:h}fj:::;zﬁi?g ;C:::;c';::“i‘ !F"foccdurc (but not to the table), S?E%‘;afn IEJ S[I::;%ikm l:;:
REATI: : n ion - j
:: S;r }l lI?JRC’S;IPRLQg tf;(ggl“ugﬂn;:u :;Zr:\-_dcmriptious g.',;iﬂ{ |1l %;EE Eﬁi
BEGIN %ﬁ# __E_.- mﬂlﬂﬂ

without DISTINCT
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The difference between both query. is that, when we do not -
ent Manoj class 7 display two times but when e

STINCT mn quen stude ! - :
F\Ic D1<TI\‘L~1qm query student Mano class 7 docs not display two times,

Hence the duplicate row has removed in table.

(.36, Definc the ORDER BY clausc in context of SQL.
(R.GRV, Dec. 2017)

Ans. The ORDER BY clause is used to sort the data in order. The clause
works on @ particular column of the given table. Columns can be sorted in
ascending order or descending order. For sorting in ascending order use (ASC)
keyword and for sorting in descending order use (DESC) keyword. By default
the order 1s 1n (ASC).

In terms of structure query language (SQL) the query is written to fetch
the datz from the given table using order by clause.

For Example — Consider a table named employee having column emp_id,
emp_name, emp_desg and emp_sal. Now write an SQL query to fetch the
record in ascending order consider the column as emp_sal.

.| emp_ emp_ emp_
ﬂ'n‘p_ld name desg sal
HR
o1} )
eap 01| Jobn |\ MR 50,000
emp_02| SAM | Analyst | 30,000
emp_03| Joseph | Developer | 40,000

Now, using ,
oW, using SQL query according 10 the given condition.
Select * from employee order

Output = sl
P——
emp_id| “™MP_
| name | mPp_desg. femp _sal
— ]
emp 02| | Anat
em;pgz; ,SAM Analyst | 30,000
_U3| Joseph Developer [ 30,000
€mp_011 John HR 50
. Manyper 000

Explyj

Plain (e Sequence featyre of ORACLE:,
Ans, - E
o ;;,,‘:, Special proy; __&Hl;. June 2008, Dec, 2008, 2010
an aulopg, nbute may fh:lr-‘.'m“.ul #data type in oraclc for atribut?
ted intery) lll.llll\‘lll’:) us-;.]ﬂhlc from g sequence, g
1. The same g, i
quence may be

mﬂucnc: i5a
alion. Ap gy
ically genera

f fyr one or
phle may

e w Ewr

r example, an attribute EMPIO for the EMPLOYEE

orc tables. Fo
nternally gencrated as a sequence.

m
be i ; ’
sQL statement used for creating a sequence Is —

[:EATE SEQUENCE sequence_name
E\JCREMENT BY inlcgclrvalue

ART WITH integervalue
:;I-AXVALU E intcgcrva[uchOMAXVALUE

MINVALUE integervalue/NOMINVALUE

CYCLENOCYCLE

CACHE integervalue/N OCACHE

ORDER/NOORDER

Example — Create a sequence py the
wmber from 1 upto 9999 in ascending order
nust start from the number 1 afler generating n

CREATE SEQUENCE order_scq

INCREMENT BY 1

START WITH 1

MINVALUE 1

MAXVALUE 9999

CYCLE;
0.38. Explain the SQL Loader feature of ?ﬁg{fﬂm T~
Loacler. that supports fast parallel

. rts a varnety of data
ot >uppt; as control file and

name order_seq which will generate
er with an interval of 1. The sequence
umber 9999.

Ans, Oracle has a direct load utility, SOL
loads of large amounts of data from external

. . ~ration suc
fmats and it can perform various ﬁllenné;ezp‘-m“"
A .

& file s the input on the data being 1o :
MULTIPLE TABLES EQUI™

DATA EXTRACTION FROM SINGLE: "JOIN, USAGE OF
JOIN, NoN EQUI-JOIN, SELF-JOIN: OUTER

LIKE, ANY, ALL, Exls‘rESRIES

HIE ICAL QU ’ 5
- and non €U *

Q.39. What do you mean by equi-join
Ans, Refer to Q.54 (Unit-1D-

Q0. Explain self join-
sm_{"l‘ls. A sell-join is a query !
2 20I0S are used to compare
"¢ colump in the same mblc.. - opuaining 1
One practical use for self-)oim i
$inan SQL query.

e itsell.
R -ompémd) tulllsc
h a table ls'lmr:‘i:]ht:)lhl:f ot in the

vhic
- a column

values in

aning counts and running
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To write the queny, select from the same table listed twice with
alinses, set up the companison, and climinate cases where a particy
would be equal to itself.

We can use a self-join to simplify nested SQL queries where
outer quenes reference the same table. These joins allow us g re
s o e e The s commen e where
oot h:‘i(.‘\;l‘f 2ve a table that references itself, such as th

i first_name last_name

differen,
lar valy,

thc inﬂcl‘ aﬂd
lrie\.'c rclalcd
would use 5
€ employees

———

Pa Crystal NULL
Denmis Miller |
Jacob Smith 1
Allen Hunter2

Mary Underwood 3
In this tzble, the

[ W I S U N .

. 1S company, as she reports to no
“Ppose, we are tasked
employees with writip 2 4
10 fetrieye L;fufmn m2napers. We cannot \f‘riteS%L e eo o feirlove s list of
I olher r\‘.--o'in Ormation_ as we need 1o cross raf e - VELECT FRleEC
T reCords with: e i :
solve thas djjern m“;?\"? l‘h:_ Same table, Fonum;:m‘f.c mformation con_lamed
Bl ng::mmg the table 1 jige)s ¥» We can use a self-join to
i\ T e firg m;ﬂ:mlthm Yill rerieve the desired resylis
" Mfirsy o loyee FN* ol
% AS 5 , e.last na '
oM Cployecs 5 VAR FN', mfagy g p s, EE0PloYES
k;ldﬁl-;:ana = mig FToutgg JOIN emplo AR
Employer prc P2ing o S
yee FN Emp} e Ll;,':ul s
e { Mang
e e
1; 5 Mlnw P"“C LL R e e
f:ﬁ:; asa:muh Pa C’;}::]
un
Mary (jqq "5 Milley
ooy Needig, 1.0 15006 Sy
N fou(s) a:ffcc.lcd:: ith
:11;,-::::'{; 2L g exlr, ly
g s b L1111 Intj
T "‘-‘de,; w’ we se ecy U‘l
Sponding EPT Oy ¢! j0in type when
€mp) RIOIN 1 cnsure we

"' We used an INNER

|
|

| A The use of the ALL operator allows
21l of values returned by the first subquery,
P <) other than equals.

For example, suppose you want to know what produ
weater than all individual product costs for pro
om Florida.

o that g
dors f

’-tﬂbf'n“m -

we “'Ou[d
<he does 10

s
g

(1, Ikt are inner J

m_qﬂi.rmefjﬂiﬂ
;;11:‘.’ 5:|¢6in- An
===

042 Write short

atribute values

have omitted Pat Crystal, the company president,
{ have a manager.

ipins and outer joins ? -

i itional join in which only rows that meet a given

lill::rt;?r: rc;rurris the matching rows as well as the rows
for one table or both tables to be joined.

notes on —

(ii) Distributed database (iii) Self join and outer, join.

(R.GPYV., Dec. 2012)

1 (i RDBMS — Refer t0 Q.l.
(ii) Distributed Database — Refer to Q.15.
(iii) Self Join — Refer to Q.40.
Outer Join — Refer to Q.41.
043, Explain the usage of ANY and ALL special operalors-

SELECT
FROM
WHERE

K"mi.'nm

S et

_Col
";l_lloﬂ PRODUCT
RE P_QO11*P_PRICE >

1 SELECTp

NY multirow

P
Wikng, \'_‘cooom IN (SELECT V_!
'FL')): >
P_QOH*P_PRICE

Fig. 5.
ANY multirow operator (

us to compare a single value
using a comparison operator

cts have a product

ducts provid i

P_CODE, P_QOH * P_PRICE .

PRODUCT
P_QOH * P_PRICE >ALL (SELECT

P _QOH * P_PRICE

FROM  PRODUCT
WHERE V_CODEIN (SELECT V_CODE
FROM VENDOR

WHERE V_STATE = “FL)\

e -_-‘f-:‘l..;s}(-“- <
DE, P_QOH'?_"“C!
ALL

P E
H*F_PRICE ?llo%%g% VENDOR WHER

e
: Operale L
qz;uosin of the ALL :}!ul
o com

11 Multirow Sub
near

. W ‘0“'
operator will allow ¥

(O
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ofvalues. selecting only the rows for which the in.\'t‘nml'}' COost is greater than
any value of the hist or less than any \"nluc nft!_\c list. We ean use the equal (o
ANY operator, which will be the equivalent of the IN operator,
Q.44. Explain the usage of LIKE, IN and EXISTS specia) Operator.
Ans. LIKE - The LIKE special operator is used in conjunction With
wildcards 1o find patierns within string attributes. Standard SQL allows you o
use the percent sign (%) and underscore ( _ ) wildcard character 1 make
matches when the entire string is not known.
“omeans any and all following characters are eligible. For example,
Johnson, Jones, Jemigan, Juley and J-231Q J0%’ includes Johnson
Underscore ( _ ) means any one character may be substituted for the
underscore. For example, * 23 - 456 — 6789° includes 123 — 456 _ 6789
223 - 456 - 6789 and 323 - 456 — 6789 * 23 — 56 - 678_" includes
123 - 156 - 6781, 123 - 256 - 6782, and 823 — 956 — 6788.

For example. the following query would find all VENDOR rows for
contacts whose last names begin with Smith.

1% includes
and JOI’!CS.

SELECT V_NAME.V_CONTACT, V_AREACODE,
V_PHONE

FROM VENDOR

WHERE V_CONTACT LIKE *Smith%:

IN=IN operator uses a value list. All of the values in the list must be of the
Same Gats ype, Each of the values in the value list is compared to the attribute.

For cxample —
SELECT .
FROM PRODUCT
WHERE VvV Co

it _CODE IN (21344, 24288):

is sclccT:é l{thl;-v -COD':: value matches any of the values in the list, the row
5 -0 this example, the rows 1 . S ahich the

V_CODE is either 21344 or 24285, selected will be only those in whi

atnb - )
I single "Dhl‘;:nm i \aracter data type, the list values must be enclosed

2 nwks‘Formsl.auceifm V_CODE had been defined as
CHAR(S) durio : ' e V_ E had been defi
)SEI"_'&.“I" ""-‘f?l'm process, the preceding query would have read,
FROM P
WHERE RODUCT

¥ Vv CODE IN (¢ i i
The IN ; ~ (‘21344°, *24288");
Operator t: cspu_-su tally valuable whex it is used injconjunclion with
only those vendors who proy ide pm Wantto list the V_CODE and V_NAMEof
. 5 ;

Ppose
within the Iy , ’ - Product, |p al case, you could use a subquery
SELE( duw:mumn)tg't‘”m U'lc. value list. The query would be
FROM Vinpog |- VAME
WHERE

pCODE IN (SE| g~
FROM paonUc‘rf T'V_CODE

Unit-v 235

STS - EXITS can be used whenever there is arequirement to execule
F\ nd based on the result ol another query, That is, if a subquery returns
Jcomma run the main query. Otherwise, don't. For example, the query will

o lﬁ\:indﬂfs- but only if there are products to order —
il ELECT .
FROM VENDOR
WHERE EXISTS (SELECT * FROM PRODUCT

WHERE P_QOH <=P_MIN);
¢ i is used in the following example to list all
EXISTS special operator is uced.ln i
-ld::l: but only if there are products with the quantity on hand, less than
veadors,

{ouble the minimum quantity —

SELECT * "
OM VENDO
E\:R\)‘H}ERI E EXISTS (SELECT * FROM PRODUCT

WHERE P_QOH < P_MIN * 2);
(0.45. What are hierarchical queries ? ’ -
Ans. A hierarchical query is a type of SQL query lh‘a! hml::ﬂ;s h;::;rcﬁ
model data, and returns the rows of the rc.sull sgl ina hl'cmrt‘ IC" 'o
tpon data forming a parent-child rclalionshlp.{\hleml:l?h}' Is ‘Yp:z:: j“ﬁ“’ m- EachnCd
byaninverted tree structure. The tree is cm:nprlse.d of mtem[?anc?:md.:isco
todemay be connected to none, one, ormuluplef:hlld nodes. e nodemis i
1 one parent node excepl for the top node which ha‘s lEo!;{slaor:‘t L e e
motnode. Each tree has exactly one root node. Nodes f‘a o
aecalled leaf nodes. A tree always has at least one lea :1re ;Esem K
In a hicrarchical query the rows of the result siowinay ool upe
one or more trees. It is possible that a single, ngl:e rindh
han one tree and thus appear more than once “:1 scribed by the CONNECT
The hierarchical relationship in a query i5 ewhich rows are retumcd in
BY clause which forms the basis of the mdercl:r]quECT D e sl s
i tset. e eantextof M'mm lhl;:“[(,:l-:(fl' command is shown below.
asociated optional clauses appear in the S

SELECT select_list

FROM table_expression

[WHERE ...] _

[START WITH start_expression] &

CONNECT BY (PRIOR parent_eXp
me"cw%[DESC] L

[ORDER SIBLINGS BY column! [AS

[GROUPBY ...]

[HAVING ...]

[other ...]

child cxpr]child_expr = PRIOR

column2 [ASCIDESCI] -

AaQ
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Q.46. Explain inline subgueries with an example,
e 3

What is inline queries * Where it is used ?

Or (R.GP)

% Dec, 2015)
) RGPV,
nt, :zs thc attribute list to indicate wha:':o]zmﬁ
oo :":0 umns can he attributes of base tu:m
- an ageregate function, The aurip 3 l_e "
::.p-n sston, known as an r'n!ines-ubqueo-. As o
B ].c.' ;m! single \‘a!uc. otherwise ap erro P i
1wp inline query to list the difference bet b
SH it n ro c;agr product price is ag follows — SR
o - P_PRICE, (SELECT AVG (P-PRICE) FROMN
AVGPRICE, P_PRICE |

What is inline queries ?

An<. The SELECT statemen
10 project in the resulting set.
or computed attributes or the
cn.-.almm;]ud:nsuhqum-e
m the atnbute list must o
rased. For example, a sj
product’s price and the

AS DIFF FROM Pﬁonuc{(SELECr AVG(P_PRICE) FR
Fig <12 '

OM PRODUCI’}
shows the resylt of this query,

RICE) FROM pRO 3
ICE) FROM Pnom?(l.-jn ~

1: .s Whquery Exumple

" Yug

W.Alsq uo,” 'PUL retumy gpe | + and
Wit the g ngle value an

Y used the [y expression

|

‘
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_wad of the column aliases when computing the difference. In fact, if you try
pase the alias in the difference expression, you will get an error message.

0.47. Explain flashback query with an example.

Or
What is flashback queries 2 Where itis used ? (R.GPV., Dec. 2014)

Ans. Flashback query allows us to query data in one or more tables in 2
SELECT query as of a time in the past. Any changes to data in a table generates
gedo (or optionally data in a Flashback Data Archive), which can give us a
supshot of the entire database down to the granularity of a transaction.

Flashback query uses the AS OF clause to specify the previous point in
tme 85 @ timestamp or System Change Number (SCN). For example, the user
HR is cleaning up the EMPLOYEE table and deletes two employees who no
lnger work for the company —

SQL > delete from employee

2 where employee_id in (5, 6);
2 rows deleted.

SQL > commit;

Commit complete,

SQL>

Normally, the user HR will copy these rows tothe EMPLOYEE_ARCHIVE
table first, but she forgot to do that this time. The user HR does not need to
Put those rows back into the EMPLOYEE table, but she needs to put the two
deleted rows into the archive table. Since the user HR knows she deleted the
WS less than an hour ago, she can use a relative timestamp value with
Flashback query to retricve the rows —

SQL > insert into hr.employec_archive

B select * from hr.employce e
3 as of timestamp systimestamp — imer'vnl 60" minute
4 where hr‘emplo}rcc.cmploycc_id notin

5 (select employee_id from hr.employee):

2 rows created
SQL > commit;
commit complete.
SQL=>

Q.48. Explain hierarchical queries, inline queries and flashback queries.

(R.GRV,, Dec. 2013)

1 A5,
Ans, (i) Hierarchical Queries = Referto Q
(il) Inline Queries = Refer to QA6
(iil) Flashback Queries — Refer to QA7

——
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INTRODUCTION OF ANSI SQL, PL S -

QL, ANONYMOUS BLOCk,
NESTED ANONYMOUS BLOCK, BRANCHING AND LOOPING

CONSTRUCTS IN ANST SQL, CURSOR MANAGEMENT —
NESTED AND PARAMETERIZED CURSORS

Q-45. Give the definiton of ANSI SQL.

Ans. We know that SQL 1s easy 10 learn, SQLis a nonprocedural language,
Genenally we command what is 10 be done; we need not 10 worry about how
#n 10 be done. It means that we have not 10 follow the procedure.,
A standard SQL was given by American National Standards
(ANS]) - the most recent version is SQL-99 or
ANSI SOL The standards of ANS] §
Orpan i
SOL suandard 45 usually
Catzbase specificarions,
cntancements Genenally, ;
one RDBMS 1 another w

Institute
SQL3. It is also known as

ceepted by the International
adherence to the ANSVISO
1 and government contract
ors add their own special

SQL-based application from
hanges.

115 possible 1o move a

ithout making some ¢

Q.50. Whay gre the different constraints
Ars. 1tss difficult 1o mainan referential integrity and entity integrity rules

% 2 relational datahgge environment. But mosy of the SQL implementations

;‘i‘am both integnty pyjes. When a primary key is specified in the CREATE
LE commang Sequence, the entiry integrity js enforced automatically,
For Example _ r ,,

$age for the enforce

of ANSI SQL ?

CT wble's CREATE TABLE note that
rel sequence,
FOREION Kip, 12 been enforced by specifying in the PRODUCT table -
B foreign ey s FEFERENCES VENDOR ON UPDATE CASCADE
0N, HT-
) Avendyr cun: "t definition engyreg that -

U be deleted f, if at least

Ut 10w Teferenge 5 ey fom the VENDOR table if at

1 80 €xisting VENDOR 1able’s V_CODE,

- CASCAD): "y PRODUCT lable V_CODE reference

J 'pttll’ll.“llun ;::h"'-ﬂumallully, In other words, ON UPDf\TE

ur Yation of referential integrity.

LETE apg ONUPDATE clauses

YEFAULT uctions, but ORACLE
i -1 ang l(]. Thes

¥ Gefines gy, 1ol lfni(ll’:rllfl

]

€8 the Presey
: © e of ()N DI
ADE S1 N Lo g |
ASCADy:

*Y constraints, the ANSI
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) TheNOT NULL constraint ensures thata column does not accept
(i

. - l [
wls. (i) The UNIQUE constraint ensures that all the entries in a columa
i

: . ute whena

punique. The DEFAULT constraint assigns a value to :mI :::';ﬂ ‘:m .
: "ndde:i 10 a table. The end user may also entera va

s FOW 1S

valeeis
. Vn:ﬁ The CHECK constraint validates data when an attribute
v

wiered.

in the anonymous
0.51. What is procedural SQL (_'PUS QL) ? Also Explain
Mack.

it
is a language that makes
Ans. PL/SQL — Procedural SQL {PUSQ"—: ;‘Q : mf;;mu witin the
ble. tore procedural wqe an R il
mssible 1o use and s p le to merge SQ '
makes it possible & ing (IF-THEN-
fazhase. Procedural SQL e coudiifnal poicrssi =
ogramming constructs such as variables, L eror trapping. The proced
i < 'HILE Loops) an ; ! o indirectly)
ELSE), basic loops (FOR and W o itis invoked (directly
tode is executed as a unit by the DBMS w 8‘;‘ S e
by tie end user. End users can use PlJis
(i) Anonymous PL/SQL bloc |
(i) Trigger
(iii) Stored proccdpres
(iv) PL/SQL functions. = |
The basic structure of a PL/SQL state - i
i v iables, Constants, Functions and Pre ‘
Declare Variables, !
BEGIN :
Define SQL Block;
EXCEPTION =
Exception Expressio :
X
END; BEGIN, EXCI
Out of these four clauses DE((;IL;\S‘E.END. The DE(‘hc
"o compulsory clauses are BEG din the SQL block. }: “fines
Variables and their data types Use END statement d z
Uefines the start of the SQL block u1l'l t:llk’n.\s the developer 10
T statemen o -
lock. The EXCEPTION state sper errar mes: ou can wrile a
. J ith prope sOL*Plus, Y
O ‘lh:mll\l:-cks - Using umflj:gtd: BEGIN tﬂd.El:lj:\)e
P Ano nymous ‘Tl"‘{:qclmh\sillg the C\““::“:T“cl inserts 8 new M
l:IUSQL ‘L-.mlc::l::;,‘c :he following PL/SQL
duses, For e ,

VENDOR table (see fig. $:13)-

S—

10N, and END,
E:IRE block defines
BEGIN statement
the end of the
plure all the
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BEGIN
INSERT INTO VENDOR
VALUES (25678, ‘Microsofi Comp.*,
*Bill Gates®, 765", *S46-8484°, "WA', *N)
END,
The PL'SQL black shown in fig. 513 is known as ap 5

SQL block because it has not been £ven a specific name
The followmg anomymous PL/SQL black inserts a ro

' end displays the message “New Vendor Added!™ (oo fig. 5.13)

nonymous ppy

> :\S'[?H INTO VENDOR
ALUTS 125673, * .

4 TND: TR, *Microsent Corp.", *BIll Gates®, ‘765", *846-8484°

£ 3 '

WA, N

PLSQL pr . o aa

v

SQL> SET sERvERO! .
SOL> UTPUT ON

90‘1:) BEGIN
INSERT INTO VENDOR
3 VALUES (25772, *Clue Store", “Issac Hayes', *456°

: mm”?‘“‘"“"-rw_us: s 323-2009", 'VAY, 'N');

(‘New Vendor Added!");
ﬁ:\';‘.' Added'

PLSOL procedure sucerasfully completed.

SQL> SELLCT » proM VENDOR:

V_0ODE v namy Fige
-_i,_x;"' Bb AML V_CoONTACT ¢ A V_PHONE V_V
yvon, lne. i T sormtlony
322 SuperLos, fnc. Pachy 615 133 TN Y
Wk Con?? b 4 Dine N
LN &% -
T Dome Supp) Orisga 615 892546 KY N
DY Randien 11a Santey 01 6781419 GAN
24004 Brackman e,  goleron W1 6783998 GA Y
4 ORDVA, ju ewaing 0S4 TN
18443 BAK. Inc. ey 615 mei234 TN Y
25501 M . Saikth -
e R
25678 Mlumn:,uw' Ortun b4 H90-3529 TN N
M CeehiCwr. Gy N Seem n v
tuac Hayes 8 1l3ees Vo

13 tums sebected,
SOL-

Fig. s, p X :
Ko 503 Anonymoy, PL/SOL Blyer Examples
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g example of an anonymous PL/SQL block demonstrates

awin
foliowl \s supported by the procedural language.

J o the construc
| (1ARE

|| JINUMBER (3) : =0;

{NUMBER (3):=10;

| \MNUMBER ()= 0;

BEGIN

| WILEW_P2 <300 LOOP

| ¢LECT COUNT (P_CODE) INTO W_NUM
f0M PRODUCT

VHERE P_PRICE BETWEEN

VPIAND W_P2;
DBMS_OUTPUT.PUT_LINE (‘There are |
whenween | W_P1 || and IW_P2);

WPl:=W P2+1;

WP2:=W_P2+ 50;

END LOOP;

END:
052, Explain the advantages of PL/SC

ity ? What the objective whi

| W_NUM || Products with

L. What do you mean by

atabase 7

le designing secure d{R.GR ¥, Dec. 2016)

as follows .
USQL"T’TJSQL is ils capability © define and
; dded SQL statements.

L are hardware L

Ans. The advantages of P
(i) The main advantage
lement 3GL constructs with embe
(i) Programs written in pL/SQ
Traling system independent. L and oUsQL. Pro
has integrated sQ .
S | SQL featurss
UsL can make use of almost al b
(iv) PL/SQL enables you 10 \\;:m I
4 you can integrate. You can 1md[!1:l;“scs. .
*h a5 procedures, functions an :;-cl il r"‘:'l'“t‘f;:'
ides Y : ¢ defined
frody (dv_) [.I:Jléz?};nr:tﬂ:nhjcclormnlalmu o i
ced in —
SPUSQL s of codde W hic !11;:‘1-
i h1/SQL consists afbkl: databas¢ and et
Sl gy (“l)“‘: I.‘.s. can be grored in the
ier. Bloc

ndependent and
grams written in

-t modules
independent
gguﬁ:i':}' by using features

g
\arious feature
1 and imple mented

m—stc\l within
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(vil) PL/SQL engine process multiple SQL statement g

_ imulty
as a single block thereby reducing network traffic, feously

(vin) PL/SQL handles errors or exce
execution of a PL'SQL program.

Security - Refer 1o Q.28,

Some of the objectives to be con
follows -

plions cn‘cctively during the

sidered in the database design are 4

(1) The database design should ensure
redundancy.

(i) Thereisa integrity
be 2s accurate as possible,

that there is ng datg
in the database, it means the database shoylg

(i) The database should not allow unauthorized access to files.

(iv) Given a piece of hardw
& pizce of software 10 run it, the desi
the facilities provided,

~ (v) The conceptual model should be simple and effective so that
mapping from conceptual mode] to logical model js easy,
(Vi) The database shou
changes will occur. The databa
such change,

are on which the database will run and
gn should make full and efficient use of

1d not be implemented ina rigid way because
se must be capable of responding readily to

(Vi) The database should be safe from physical corruption.

Q.53. Discuss branching and looping constructs in PL/SQL.
Or

Discuss the control-of flow statements provided by PL/SQL.

Write the N
branching ang looping constryces with example.

Ans. C (R.GPY,, June 2016)
ns, A

statementy ?:L‘::“::‘f flow language controls the flow of execution ofsQ!_
typically used th:s' stored Procedures, triggers and transactions. Mt 18
executed, The cnm;:::‘::_“;]ﬂls have 10 be conditionally or repeatedly
Programming gre OW statements provided by PL/SQL for
Bra nching Congg Fii

ct .

ment to contro) he - % P1/SQI

_ he Execution of
Kl 3 a8 - - TR u
LSIF -ELSE-ENp IF tonstruct jp

ich & specific block

+ = PLISQL allows the use of IF
block of code. In PL/SQL, the !!7-
code blocks allow specilying certalt
of code should be executed.

Unit-V 243

5 I <condition> THEN

<Action>

ELSIF <condition> THEN
<Action>

ELSE
<Action>

END IF ; ‘ .
For example, consider the table Accounts given in trablc SmSmT:rmm:
4 5QL code block that will accept an account number m:as e
" namount of Rs. 2000 from the accoqn! if the account
i:: of 500 after the amount is debited, is as follows —

DECLARE
acct_balance number (11, 2);
acct_no varchar 2 (6);
debit_amt number (5) : = 2000; et
min_bal constant number (5, 2) : = 500.
BEGIN
= &accl_no;
ncc;EHL?Ecr bal INTO acet_balance FROM accouns
WHERE account_id = accl nn-.
acct_balance : = accl_bnlancc-dcll:gﬁamt.
IF acct_balance > = m};_agb;:lal::i Tldebil "
T ts SET bal = bal — debit_amt
UPDATE acco\\:rr; kel
END IF; |
e Table 5.6 Accounts

|
I

Looping Constructs m1 PL/SQL -
Clures for iterative control = s
(i) The while Loop — Tltc syntas
WHILE <condition>

Loor

as follows =

<Action>
END LOOP:
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For example, a PL/SQL code block 10 caleular
value of radius varving from 3 1o 7 and store the ra

values of calculated area in a table areas having col
follows -

¢ the arey ofa¢j
dius and the conﬂlﬁnﬁr
umns Radius gpy Area, i:
DECLARE
P constant number (4, 2) : = 3,14;
arca number (4, 2);

radius: =3 ;
WHILE radius <=7
LOOP

;?E]: pi * power (radius, 2);
NSERT INTO areas VALUES i :
s (radius, area);
END LOOP;
END;
(ii) The FOR LOOP — The syntax is as follows —

FOR variable IN [REVERSE tan
LOOP ] S crld

<Action>
END LOO P;

Consider, for
5639 10 936?. iso'gi?;!:‘:t'“? _P L/SQL block of code for inverting a number
DECLARE
given number "W}IBJ'(SJ .
str_length number(2);
lﬂ\mgd_numbcr i
BEGIN varchar (5);
nr_lcngﬂ, .
For cntr I
Loop

lm-crl.cd_numb“ .
END Loop

= '5639";

= length (given_number);
REVERSE 1...str_length

= inverted_number || substr ‘
(given_number, cntf, 1

d!’ms-uull’ui.l"ul_line (*“The Given number is'
Even_number);

[ i S_output.put_line (“The Inverted number 1
END:; | 'm'*"‘cd_numbcr);
U"lp"" - The Given

Thl,'

: number is §639
iveried number jg 9365

< | lgin the importance of cursors. How are they declared, opened and
1 prplain with example.

: Unit-V 245
| ain cursors in PL/SQL.
Ipl.ﬁfl’f o~

(R.GP.V.,, Dec. 2009)
Or
(R.GRV,, June 2016, Dec. 2016)
4. The set of rows returned by a query can consist of zero, one, or
. ows, depending on how many rows meet the search criteria. When
;-,mums multiple rows, it is necessary to explicitly declare a cursor to
| the rows. A cursor is a special construct used in PL/SQL to hold the
; msreturned by an SQL query. A cursor can be thought uf:fs a reserved
];-:.f*mcmﬂry in which the output of the query is stored, like an armay
“zycolumns and rows. Cursors are held ina reserved memory area in the
S6senver, not in the client computer. i
DMereare two types of cursors — implicit and explicit. An implicit cursor
seatically created in procedural SQL when the SQL smlrmc:;l m;:g-ls-
e value. An explicit cursor is created 1o hold the output @ ar; o
zent thal may returm two or more rows. The syntax lo create an exp
stinside a PL/SQL DECLARE section is os follows =
CURSOR cursor_name 1S sclect-querys .
Ozce you have declared a cursor, you can use spc-::ﬁ: ety et U
Resing commands OPEN, FETCH, and CLOSE 8YRCE0 0 e the
N and END keywords of the PL/SQL block. Table 5.7 summarnt

=use of each of those commands.

Table 5.7 Cursor Processing Commands

_rhrmr

{hatis cursors ?

0 Explanation

EN

L command
Opening the cursor exeeutes the SQ g, Thecunor

i or
the cursor with data, opening Lh-c c::ﬁ:r
declaration command only n.;smu;smnmwﬂh e ehore Yo
[ : ec g
. it doesn't populate tY ks
:T:(:r:eﬂndcursor. you need 10 open it. F

OPEN cursor_name .
is pened., you can ¢
the cursor and t
The s)um\ s - .

jablel [, var
ata must

1 ommand
FETCHE ¢

he the PLSQ

. it 1o

Onece the cursor 8

to retrieve dats from

i cess
varinbles for proce

FETCH cursor_name

The PL/SQL yariables US

ing
INTO wvar
e 10 hold the d

hlel, sl
pe deslared
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in the DECLARE section and must have
with the columns retrieved by the S
cursar's SQL statement retumns five ¢
five PL'SQL vanables to receiy ¢ the

data types Compatih|e
QL command, |1,
olumns, there must he
data from (e cursor.
Thistype of processing resembles the “nne-rocl:'-rd-:lt-a-limu“
processing used m previous database models. The first time
you fetch a row from the cursor, the first row of data from
the cursor 1s copied to the PL/SQL variables. the secong
ume you fetch a row from the cursor, the second row of
dan s placed in the PL/SQL var;

ables, and sp on,
CLOSE The CLOSE command closes th

£ cursor for processing.

Unit-Vv 247

ACEFTION ‘
WHENNO_DATA_FOUND THEN
ghms_output.put_line (*errors with ssn’ || emp_ssn);

falary c_ursm % ISOPEN THEN CLOSE salary_cursor;

b1

155, Explain implicit and explicit cursors.

Or :
Mrentiate between implicit and explicit cursor. (R.GPV,, Dec. 2015)

tae Refer 10 Q.54.

(R.GPV, Dec. 2014)

There are four cursor anributes, which are as follows -
1) % ISOPEN retums TRUE if the cursor

tetumns FALSE if the Jasy FETCH failed 10 rety

() % NOTFOUND 15 the lo
(l\.‘l‘z'ﬂRO“’COUNT yields
The foliowing example displa
Foater than their Supervisor's sal
DECLARE
o salary NUMBER:
STP_super_salary NUMBER;
Mp_ssn C}IAR:Q];
Emp_lupcrssn CH .-.g(g;,;
CURSOR, salary cursor |g

Sl._Ll:L'T $sn, salary, Superssn FROM employee;

m a row,
gical opposite of % FOUND.
the number of rows fetched,

¥s the SSN of emp
,l,ry_

ry INTO emp_‘upcr_nlh‘y

RE ssp = €mp_superssn;
1_salary THEN
P_ssn);

* €mp_supe
. PULPU ling (e,

R ire using a cursor a
t Usually there are situations where we may ﬂ:{"“g;':ﬁnilinn is vast in

= of times inside our procedure, But if the _"'“’“rr ¢ vatying conditions

Htedious Lo write the same cursor '““"‘E’" "ms. i which can be used

“21where clause. There the I"_m'““‘c"zc.d :::}ZI

“ally being declared anly once in mc-cf:de is e
bead of using several cursors definitions of sim

rized cursor
i se one paramete
loyees whose salary is & values in the where clause we con u

. the input
e value 1o be used in the where clause is passed s
it 1o the cursor.

Bampe - -
CREATE OR REPLACE .
PROCEDURE paramclcm:d_currfnr_.pf as
I* Parameterized Cursor dctlaml::: —
Cursor rnu'lliplc_dcpl((:cnpla_l::am C  NAME. bDNAME
select a. EMPLOYEE_ID, a. =
from emp a, dept b m——"
where a. DEPARTMEN l'_ll? b.
and b, DNAME =dep!_name;
BEGIN . _
/*First use of cursor in f!.-lc‘c:::i :‘I:::rs .
dbms_output.put_line(*Firs i -
For Sales_Emp in multiple_dept{ SA i
s mp.FIRST NAME]

LES Guys*/ o
SlAr in selecting the SALES

{ line (Sales_E R G IDi
db?u'_wllEFm.p:u;nb:r' [1Snlcs_ﬁn?p..EALl:‘h'1£];
3"';:-1;5‘111‘:; Emp.DEPARTMENT_|
is _E

end loop;
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(RE. VSam
* Saoend wse of vursor in <o

F0 selvtng the REsEA
SN hine (CSavo
REUNL ARUH Guww'y,

ForNalks Ympon

Shwis o RCH Gy o
e ol SuUrsor 1y \CIcu y
ling |},e
multple
-

SPUCRESEARCHy

Wt

.

T WP Pt "-‘NS-\R“.\_I-'m;\ FIRST N

1Y aw ~ X _ \R 2 5
NI"\:: t M‘li‘:'lmp'n”‘LO\'lrgL n““hl-\l!'
o mp FPART Nt o Hoie s g
¢ oan ) ARTMENT Namg), @
IND remmetensad o
Anahsi - T A‘\._\ug\or. .

s per the cade

we are
SSPending Lnon the Nararm AT NN 1o use the sa
o S PRTAmSEns passad 10 )

. By using \
have 1o w nie l‘;c :j:: .

. ¢ same curs |
EUAS and next for the il

s RESEARCH ouve
Execution of the Procedure CHi.
SUTSOL 1IN s
with Emp numbe
Alcaaner Wit
Shel

£ SuUNDT w uld
: DR A T

SChmg the SALS

:\-:. e o lecting the SALES
D ; T 1141810 SALES
S Lmp number 118 151y SALES
v _ M number 116045 1 SALES

gal wa BT 117 s in SALES

Guys

l_f.“.?‘ num

LUy with Emp

number 1IN 15 1n SALES I
harern w o Emn number g }Ltb
Tes L i:-_a,-: wember L9 s in SALES

number | 15 in S = |
el 4 umber 118 in SALES
= e of cunor in selec

Michael

13

Q.5=

ecting the RESEARCH Guys
e f\:! -Ul s in RESEARCH |
9 number 202 15 1n RESEARCH

1th By g
o8

. W e a -
Y RTY Cumpm *E lei
Explein nesgeqd and parameterized cursors.

Ams Cunony - Rt < (RGP, Dec. 2013)
Rtes o B3 K R.( J- .- !l = W4T |
Nested ( unon 236

B e SRS can
Ut con T
s 10
=, Y you have one paren - 12 1oop inside a loop. Much like nested
o CNGOr Ml § gyng 1I..LUM.:" and o child cursors, each tme the |
B begin, ;L £ loup, 1t |
B 1 secund tuynd T\“' 1 ps through cach child cursor onee and
ST . ¥ ) .
. ENV LR 18 5
. UTo
- <N o g N
Dy "
eLLANE
Y &g -
- OOy .
LI - Mt iy =

a
w lf.\:_o-u -
=

l
TYpE. ‘
Minstructor g WTYPE

: : {

=gy

- ] -
Pl 1 1 reay "I'J:it‘ nested inside each other. Although ths | ORACLE EXCEPTION HAND“HG - ’

Slain user-de Sined exceptions 4

Unt.v 249
(l.‘R-“‘R ¢ inst 1S
SELECT first_name, last_name, instructor id
FROM nstructor,
(URSOR ¢_cost 18
SELECT c.cost
FROM course ¢, section s, enrollment ¢
WHERE sanstructor_id = v_instructor_id
AND ¢.course_no = s.course_no
AND s.section_id = e.section_id,
BEGIN
FOR r_inst IN ¢_inst
Loor
v_instructor_id = r_instinstructor_id;
v_amount := 0
DBMS_OUTPUT.I‘UT_LIN[E(
*Amount generated by instructor’]
r_inst.first_name|” ‘[r_inst.last_name
I is™y
FOR r_cost IN ¢_cost
LO(lrj_nmmml .= yv_amount + NVL(r_cost.cost 0%
END LOOP:

DBMS_OUTPUT.I‘UT_LINE p—
(* ‘|[TO_CHAR(v_amount, *§999,0997)),
END LOOP;

END;

Parameterized Cursors — Refer 10 e

PARAMETERS, USAGE.

| E
PROCEDURES, IN, OUT, 1:':0";&:55, USER DEFIED

OF PARAMETERS IN TRIGGERS, MUTA

FUNCTIONS THEIR u"m“‘,’,"a‘é TRIGGERS

"“““"‘5 example shows a nested cursof I- ERRORS, IN needed Ao

1 My it i
Jling wnd why €5
aum-d.—ﬁne.f ercepivns

(RGR b, Dec 2014

- - sephion h
Q.58 What is PLSQL excef uad AyIe

i
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Explain v ; .
xplain exception handling mechanism of Opacl, h

e win cXam

iple,

N‘EI"TION

Or (R.apy D
Dl |
2009) s esNO_DATA_FOUND then

Ixplain ORACLE excepti
weption handling mechanism, (R,
Or GRY, June 2011

Whar i j
i \ ,'Lml_ cxoephon hﬂwl"_" and N*l‘ o m >
A ffdfd

r—?"‘"‘ o
rh ‘Mﬂm*‘ﬂdﬂﬂr echanism, (R.GJ’.:. Jiﬂlr 0.
i - fﬂ}

| within this ex

Amy Exceptions in Orag

le are powerful error handlin

g_nul_!lnlus_lwdl: ¢ = 'FAILY
RAISE My_Exeeption;

system-Defined Exceptions

Unit - v 251

RGPV, D, ception is the RAISE stateme
N, Dec. .. : . nt that transfers

2015) sy _Exceplionexception handler. This technique of n.i!i:g t;:n ct:ﬂ bt'ld
(ﬂd 1o invoke all user-defined exceptions. g

& mechanism :
-PL/| pyeptions internal to PL/SQL are raised automatically upon error.

SQi
WL excephon handl
; Ing 15 a mech
anism for deali
cali

- o nng -
encountered dun ilrnccdur: oaxccution, Use of this me h:lllls cnab
C I
1 ¢na ]ﬂ

ng with run-time
ermors ) pATA_FOUND from the previous example is

system-defined cxception

caccution to continue |
[ the emu
terminat TOT IS nOL sev -
condit ‘on. The decision 1o enable a ere enough 1o cause ¢ uble 5.8).
. ton 1 one vou have 10 mak procedure to continue Aoeccuss
c:‘: that could anse. You rnu:: ': development as you con:i’t:“ a4 bt il oo s
submrny 2
2 5":’" ‘INclﬁ:amm Errors ca:::n;, the exception handlc:rms:le Bk ot iisiad
2 transter of control € the program to r "
::L'\d'.:r oxecules, cnmmlt;::znu:: ;:\";\?len-handlcr blnc: :l ;lsc‘:' ;1'1 s CURSOR_ALREAD"_OPEN gt
‘L,-_-,-, et o causstio & the block in which the handlc l: exceplion DUF_VRL_ON_I.'NDEK ORA-00001
calicr ¢ stalements in the block, control Roggipee, EVMD_CURSOR Srmrptt
returns to th VALID_NUMBER ORA-01722
Need ~ The o= o
i crror occurred duri LOGIN_DENIED ORA-01017
ur tme error during th ; - RA-0101
re e emor In general, rn Gme erors ae abnor of a PUSQL iscalled | | NO-PATAFOUND ORA-01403
"—"h‘-!:'_ " was SOL program or 1ask uncoﬂ: abnormal and crucial which NOT-LOGGED_ON ORA-01012
Thin s it u\ a pood practice o aﬂlitip;gﬂ‘pklc‘j. So, in general o by PROGRAM_ERROR ORA-06501
. i< 1ole of exceptions comes § em and record a log of them. STORAGE_ERROR ORA-06500
. Ler-Defined Exceptions - pr, s in your PL/SQL. TIMEOUT ON_RESOURCE ORA-00051
= h ".1- ceclanmions sres of g EQL cnzbles the user 1o define exception TOO-—MANY-—ROWS apibans
BAMINE an eaceplinn ps ubprogram specifications. Yo lish TMNSAC'HON"I]ACKHJ_OW ORA-00061
My B as i the follow u accomplis ORA-06502
Faception EXCEPTION owimng example - VALUE_ERROR
In this case, thie exc s ZER0 BIVIDS oRAZ
. €ption namg is M P S ; e aich-all exception named
y_Exception. : ; In addition to this list of exceptions. there is catch-all €
ption. Code associated with |OTIIERS that traps oll errors for which specific lgnor hmdllnglrm not been
following exampie =

s handier 5 wrtlien g EX( P specification area
efiimn the F :
oy w EX B 10N e 1 |
as [ollo

when M
MY i.\chI.lllﬂ‘IJu:rl

oul slanyy code - -

oul_mag E_out siatus code:

This e T E out m
' L omsg,
NO Ravs Leplian defin od a
v - N“ncq.;; 10 caplure status pnd pssociated data for any
il . s aled a
S encountered in g subprogram. The following

13 8n cramn!
hpie of

e of g ‘U‘JI""]."IUJ
Exceplion

2.4

ttablished, This exception is i

Bime contained in g out
from the SQLERRM

bandler unless an s/

when OTHERS then
nut_swtus_codc . = *FAILY
out msg < g_out_msg I
ack 1o the
-atenated Wi
runction by
valid message

cretums @
y : l‘*‘“‘“ o the |

went 15

SOLERRM onl

Nustrated in the

. r ’s
caller in out_

he SUBSTR fu

URSTR ISQLERR.\L 1, 60%
msg is the subprogram
1 the first 60 characters returned
Acton.

-alled inside an eweplen
yabd SQL emoe
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number The Ormcle ermor conte 1% the Tt par of the mwyegeqq,

( anaider, for axge,

‘ M ATAT : Ty "NDAG, Mg
SOLERRM Nt s the tet as : """' 'I““_"_‘|“"“' ”r-ult: errog u."“e" oy il OUNT) o assigy, o "14.'. " g
mannet. all e encountered Adunng pmcedune execution Are 1 N Thiy / ganfity on hand i5 Mg TS, oy, tina
l'mu\‘ll back to the application for debug "l"i‘lt‘“"\' npf'r'l .f\’ ff‘.lnml Fr“‘:c'l‘"f n ””“."1-.-. o l':'!l -,::' o :-r'-."“ o, N
FATL init line_items ORA-OTO01 S mvalid cursor ¥ CREATE Op s "C0 g gy 0 L
g e PLAC LI Y o
This errar message (I.smmugd by the nmﬂucnunu]m\-em an i) AS BEGIN T Bty ) Toang, o o
opertion in the subprogram init_line_items. The portion of (he 0l gy, UPDATE EMRG go o
21 ERRM begins with the ORA-01001 SQL MCSSape p PRODY - 00 e
from SQLERRM begins with ) SQL error code, A SET icr IS g
message is illustrated 1n the following example — * ANOthe, W. "_DIS(;;,,)..\.T
FAIL : calc_ship_charges DB HERE, P ey S Mse r""ﬁ'.«
In this case, the subprogram cale_ship_charges had a Ng DAT , MS.OUTPUT,P e ™Neg. .
error. This is determined by the fact that no SQL error iy A_FOUND END; . -l"ErI"?‘-ve o
concantenated with the message text. CSSagey e : o exceute the storeq — Minhe,
urg.
Q.59. Write short note on the stored procedures, | EXEC procedure Mame((p YOU Mugy & ¢
. = an . e lofly
Ans. A s!omq procedure is L named collection of Procedyry) . for example, 1o see the results . _lisy). ™3 ymeay
statements. Just like database triggers, stored procedures i ang SQL la"f‘d F,rm:cdun:, WE can use the ExEcﬂ;ﬂnmg e PRC po
. X . | 0
database. The major advantage of stored procedure is thy they can ::d o | 60. What is parameqey » [T RC_Prap Ds I?E —
ne: : - e ALl & 2 A o B,
encapsulate and represent business transactions. For example, yoyu - “..\’OUTI-"Pfﬂt‘edurn ’ tare i, o ¥ commang
a stored procedure to represent a product sale, a credit update, or the 4q; ¢ | A parsumeler’s f . 007
of a new customer. By doing that, you can encapsulate SQL slntcmem:dd[ | Ans o niore-ndh Vi! lp'a“h"[dtr ina -OUT,
a single stored procedure and execute them as a single transaction Wilhiy :,‘-ccpts a alue Wheneyer the qu; -
The following syntax is used to create stored procedures . meC:_'; lparamelers L T O $0rd procature
CREATE OR REPLACE PROCEDURE c Or creating gy,
] red
Procedure_name [(argument [IN/OUT/IN OUT] data type, . (i) . ‘{n{;m }ifN) Pafammr_u Speci 2 explained hejon
- ISiAg #5427 ™17 SAE the procegyy e ot ey
[variable_name data type [: = initial_value]) J ) ’

BEGIN
PL/SQL or SQL statements ;

END;

Here, argument specifies the parameters that are passed 1o the stored
procedure. A stored procedure could have zero or more arguments or
parameters.

IN/OUT indicates whether the parameter is for input or output or both,

Data_type is one of the procedural SQL data types used in the RDBMS,
The data types normally match those used in the RDBMS table creation
statement.

(ﬁ) OH'P'I” (OUT) P"""mﬂer "
sa va-l.tfe for this argument back 1 5 ml’ing?n:iﬁ that the proceyre
(iii) Input Ouiput (INOUT) pq Fiitacker !!m:mlmu Sxetution,
fy the argument must be specif; = It specifies that 3 valye

ed When callipo he
pocedure passes a value for this ar me::lt!;ii the Procedure and that the
Jfler execution, 10115 calling envirpnment

0.61. Explain user defined functions gng their limitatio,
ns.
(RGRY, June 2
& une 2016)
What are user defined functions in Qracle ? (R.GRV, Dec. 2013)
Ans. Using programmable or procedural SQL, you can also create your

o stored functions, Stored procedures and functions are very similar. A

Variables can be declared between the keywords IS and BEGIN, You /#red function is basically a named group of procedural and SQL statements ‘
must specify the variable name, its data type, and (optionally) an initial value. Itun:tums a value (indicated by RETURN statement in its program code). To I,
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TS nink

Jow |
ON functioh

an, the fol
YNCT
[I.'i]

- pime (arpument 1IN ""'""Yl'e,
!'an\‘ d.’![ﬂ'l.\]“
REGIN

pL/SQL

R
[;‘l‘l‘lt‘n“:

..... gsion);

N (value or expre

o.a PL/SQL function to get the salary of an employee e

_ : Jlows = P
the IDis g;{c& ';SE “Ffl‘;N(ETloN Get_Salary (empid IN number)
R[ZTURN numbCf
1S Emplo}'cc__sﬂlﬂry n

BEGIN
QELECT empsalary

INTO Employee_salary
FROM employee
WHERE id= empid;
RETURN (Employe ¢_salary);
END:
Limitations —

umber (10, 2);

Stored functions can be invoked only from withip ¢
ures o triggers and cannot be invoked from SQL statements (unjeg, r

- ific compliance rules). Remember
function follow some very specl ; not to cop
built-in SQL functions (such as MIN, MAX, and AVG) with stored f"ncﬁoi&

0.62. What are the advantages of using functions, triggers and Storeg
procedures? & (R.GPV,, June 2019)

Explain the advantages of stored procedures.  (R.GPV,, Dec. 29) 9

Ans, Functions, triggers and stored procedures provide multiple advantagey
to SQL developers and database administrators to develop and maintain databage
intensive applications in many ways. Most valuable advantages are as follows-

(i) Securingthe organization business logic by implementing those
inside the procedures rather than one or two layer above as the application
components.

(ii) Improves the productivity by designing the application with a
modular approach and re-using the same procedure or function in many other

procedures.
(iii) Stored procedures and functions help in improving the integrity

| ptively: H-\lSTEAD OF triggers allow appli
( qerface for all SQL operations (insert, delete

(v) DHAg e4p -
fl"”“.‘ which '*”'r' 'hﬁm er
(vi) Maintaing d””"w
r”ﬂgll'rll'l:'ﬂ anel fune e,
(vii) Improves pe
sk he processing

"™

M,

tap,

Melira
‘,“ " "I',f
rrf,,m‘n"

Me
, What are m
0 U180 t110p, 5
Ans. Mutating table opr
it [ ey |
ng .!ﬂh'c' like the table 1, " hen 4
(., IFIREETS ATC NOL initigyey L hig
i the m.b'c from which thes )a
o o mutating table error Horne re
us £R’ riggers, soit iS possible m:'
)

| AFT
) ]'31[- .
umllﬂg CITOTS OCCUrs wh;
M ing updated i e using ¢
lﬂlngcr 15 bel g L '-ﬂg_gcl- blr(k «-.:
{ ;

-
’ mt'l“
.\f)'s.

o tyey
F 10 on 8 can
22er thay PETIE befoee

| that iy
Hicn
1 [ ey atemens

ble «
S In which
| B 9pe more condition s if you e nis o ch
. = 3 e U .
pction is updating same involin. i
410 oceur while using f 8lable, thyg o 53 fum
NCtiong in i Qluse thye
%l query, Als
on tabje “abe”
are Using ¢
2 emors E
here are sc_veral causes of mutating k)
: pwill result if you create a trigger o ;l butin genenal 5
- e € that any
grent table.. Also, the _ermr IS given when 3 hat nh_m 10 examine the
ot table in @ cascading update/delet AEMPt is made 1o a:m’ 4
; -

Mvoked the

TTOr
Ng ap i

3 ble o
Gil’m and f
7or. Mutating

(7.
0%, example, if

| e

o0® ¢ a function to do

‘ g crea™ any chap
0  function in a sql query where e
:;:Om clause of the query, then Mutanp

|

ge

pe
.64, What is instead of triggers ?
s IN.sTEAD'OF triggers describe how 1 pergy . -
et operations agamnst views that are 10 cumplcmz;n '“5;3“- %l o
N Portihese operations

C2UONS 10 use a view as the sole

o up\_htc and select). Usually,

¢ logic applied in a view bod;-.

PLS columns from its source table

nerTypts dawa and then inserts it into

okt AL . mmetrical operation,

Using an AD OF tnigger, the requested modify operati i

keview gets replaced by the trigger logic, which performs the crion o
: operation on

NSTEAD OF triggers contain the inverse
fr example, consider a view that decry
fie INSTEAD OF trigger for this view e
ge source table, thus performing the sy

and consistency of applications.
(iv) Automatic execution of triggers on various database evenls. ?

ihalf of the view. From the perspective of
. perspective of the application thi
. = 4 n this happe
nsparently, as it perceives that all operations are performed against 1hep\[-)i::?
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256 Database Mana:
Only one lNSTEAD
. subject view: ‘ l
The view jtself 311\151 he s

sew, Also, 1t cannot be & e
untyped view. ol

metric ¥ :  Attem :
OPTION (8 o o indirecty. | Note ? P all questions,

igger is allowed for each kind of operatioy on g
OF &
riew or-analios that resoly
typed view oranalias es (g
e ),'E\t that is defined.using WITH C}{Ecn
hich a symmetric view hyg beep csﬁJ{N}I

give

b .
defined directly o iooers 2 Write various ypes of triggers. | 1. (2) D efine the following terms _
0.65. What is trigg! (R.GPV.,, Dec, 2015) (i) Data models s
or (i) Domain constra; (See Unit1, pag
d its types with examples.  (R.GPV,, Dec, 201y | fmstra:ms, (See Unj TN
Eplalt sriggers and i ) [ (b) Draw an E-R diagram fora library nit-L Page 21, Q335)
ns. Triggers — Refer 0 Q.38 (Unit-I0). . assumptions, Sementsystem, make suitable
- h ; ;
. Je provides several types of triggers - | (@ Do the candidate ey, prnry 1 StUper Key, composi v
— Triggers — Row triggers execute once for every row thyy | and altemnate key. (See 8 Ilqlf.-. & "iklfg
) X “hi¥aged0, Q.12
affect d('{:y ﬁ“DML operation. = o v
5 . . o ted ust ) A university databag
i iopers — A statement trigger 1s executed just once . (a ¢ containg information b
(ii) Statement Tngg | (|dent1ﬁed by social Security number) ang cour:e: ';;dgnuff'_::;obr;
per statement. " | courseid) professors teach courses each of the followi
A B4, h y Wwing situations
(iii) Instead of Trigge ‘ concerns the teacheg relationship set. For each situation draw
| E-R diagram — lag
VOO (i) Professors can teach the same

; course in several semesters and
each offering rust be recorded.

(ii) Professors can teach the same course in several semesters, and
only the most recent such offering needs to be recorded.
(iti) Every professor must teach some course.
(iv) Every professor teaches exactly one course,
(v) Every professor teaches exactly one course and every course
must be taught by some professor.
(b) Explain the component modules of a DBMS and their interactions
with the architecture. (See Unit-1, Page 5,0.7) 10
L (a) Consider the following relational database -
Employee (EMP_name, Street, City)
Works (EMP_Name, Company_Name, salary)
Company (Company_Name, City) )
Manages (EMP_Name, Manager_Name _ _
For ca?:h (ffl’athe l:c_Jl]owin g queries, givean expression in the relational
' algebra. Tuple relational calt(:%hls .
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System
I Database Managemenr )

(b)

(2)

(b)

. (A

(b

~

—

(BE. V-Sem)

) ork for Satyam,
ces who W
all employ

es of cnce who work for Satyam,

cs and cities of resid

. am P .
(i) Find the nd all employees who live in the same city pg the
names 01 ¢

ich they work

(i) Find the nam

(iii) Find the
company
(iv) Find the nam
cs O

) Find the nam
) ihe same strect &

for wh
1es of all employees wh

¢ all employees who live in the same city ang on
a

s do their managers.
(See Unit-1I, Page 104, Pl'Ob.'ls)

perations with the symbo] yseg

o do not work for Satyam_

¢ basic relational algebra o

Explain th for cach. (See Unit-I1, Page 90, Q.50) 10
and example for "

Let the following relational schema be given — v
Employee (SSN. name, age, dno)

Salary (SSN. salary)
Works_on (Projects #, SSN)

Project (Projects #, project_name,

For each of the following queries giv
i) Di f projects at “Delhi”.

(i) Display the name 0 . |
ii) Findthe project_name of employce whose salary is grcatcrﬂmn.]m

B i d SSN of employees working on projecti A

location)
¢ an expression in SQL -

S v (See Unit-I1, Page 73, Prob.1)
100. 3
Write short notes on the following — . b
(i) Data manipulation language (DML) (See Unit-1, Page 17,Q.28)
(See Unit-1, Page 16,Q.27)

(i) Data definition language (DDL)

(iii)) Transaction control statement (TCS) (See U i,
(See Unit-1, Page 17,Q.

nit-TV, Page 153, Q7)

(iv) Data control language (DCL)
inistrati DAS
(v) Data administration statements ( ) el

s ; i 1 forms
What is normalization ? Discuss various norma 39,Q.38)10

(See Unit-111, Page 1

of examples. CE.E
= {AB 2 LE

Consider the relation (A, B, C, D, E) and thlci‘:-tho ; t{his relation ?

— AB, C — D). What is the highest norma probd)] 0

(See Unit-I11, Page 127,
@

i Igorith
(2) Exp_lam 2-phase . : m.
4 during lost me o
(b) What do yoy

_ ¢
control ? Discygg rm.nlti-\rersin:msst?:mpmg

¢ (n) What are the adya

i procedures ?

(b) Describe the different
of each of them with g,

() Define (e

1) Funcijop,
(i) Losslegs I(L:LE
(iii) Dcpcn(lcncy
("f) Third normg|
(b) Given the Telatiop
—-.’

— P,
RiX, Y, z,

(a) Describe strict tyyg.

(b) Define serial

1 r
(a) State with examples desirable
the system log used for 7
(b) How does a DBMS Tepresent a relg

fulluwing Sk 0

Pendene
OMposition

; (See 1 'ni?-l[]_ Pa
Preservation
for,

See Unit-11y, P
e Unit1pp p
(See l‘n,‘r_“[‘

o,

10
2e121,0.17)
age 130, 0.27)
a2e 129, .26

Page 114, ¢
1?I“ddthe setF = Xy _, w ).6)
itio eCOmpositio ;
ition IOqs[esS n R]!,Z. P, Q),

I

1 URtTTT pag 139 Prob.5) 10

b our of this
(See Unit-IV, page m_m&

Protocol for ¢q

i ncurren,
(SeEanj concurrency contro also.
Mt-IV, Page 184, Q4910

. r
phase locking prop Geci B

(Sc:e Unit-Iv; Page 175, Q.40)
conflictand view serial:

senializability,
(See 'Unit-l‘.'. Page 134, Q.‘J;[Ft;
funcfmus, triggers and stored
! (See Unit-V;, Page 234, Q.62)
ganization, Explain ysi :ilcrru:~
eir advanlages and disaE’d?an;usn_’ga 1(1)1
(See Unit-I1, Page 63, Q.36)

properties of 3 transaction. What is
_(Scc Unit-1v, Page 163,022 10
tional query evaluation plan?10
(See Unit-111, Page 147,Q.42)

z xv(x' YW.2,p,q)
POy 1o Qb consiger
» Q). Is this de

SS-join a

ssagcs and si

pro
te faj
mean by y; lur

izability and differenyye
ntages of using

types of file or

!

T

e ;

1

The question
Internal choic
five questiong

B.E. (Fifth Semester) EXAMINATION, Dec,, 2010
heme)

ewW
(Computer Science Engg. Branch
DA'LABASEI\MNAGEEI:\%TSYSIEM
[CS-503(N)

paper is divided into five Units. Each unit carries an -
€. Attempt one question from each Unit. Thus attempt
inall. All questions carry equal marks. Assume suitable

data whenever necessary.

" Unit-1
) What is DBMS and what are the components of DBMS ? What are
the advantages of DBMS over file oriented approach ? 7

(See Unit-1, Page 10, Q.15)
(3)
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(ii)

(i)

(i)

(0

VAW

3 into relational mode)

s E-R model in el 9

ps for roduction f (See Unit-1, Page 38, Q 59,
a databas¢ schema and a databyag,

(See Unit-1, Page 16, Q-l“]ﬁ

r 1o keep track of the teams and pameg
has a number of players, not all of whom

1t is desired 10 keep track of the playerg
:m1£‘-c of cach team and the result of the gamg,
gc:,mplc;cly with attributes, keys and constraintg,
e on, State any assumptions that you make, |¢
escriphi® (Sce Unit-1, Page31, Q.46)

s - ~ation hicrarchy for a motor-vehic

mlml‘:f;'s::; ;Elcl‘: motorcycles which have an cngi::
: T‘chars l:\'hich have a chassis number, and engine
number and cost -ty and cost; trucks which have chassis number,
¢ (See Unit-1, Page 37, Q.56) 10

0
cuc. A team

Consider the relation — 12
PROJECT (proj#. pro_name)
EMPLOYEE (emp#, €mp_name)

3 )
ASSIGNED (proJ=. emp . )
Use relational algebra 10 express the following queries —

() Find the employce number of employees who work on at least
all of the project that employee 107 works on. ]
(b) Getthe employee number of employecs who work on all projects.
(See Unit-11, Page 105, Prob.16)
Use relational algebra to Xpress the following queries— Corf'.pile
alistof employee number of employees who \vc?rk on all projects.
Describe entity integrity and referential integrity. Give an example of
cach. (See Unit-I1, Page 52,Q.17)8
Or ;
Consider the relations — 1
EMP (ENO, ENAME, AGE, BASIC)
WORK_ON (ENO, DNO)
DEPT (DNO, DNAME, CITY)
Express the following queries in SQL -
(a) Find names of employees whose basic pay is
basic pay.
(b) Find the sum of the basic pay of all the em)

@)

g;calcrl.hnn average

ployees, the maximum

ualabas
yatarm ME, '-"-"r"'l'ljr

the mir
imum basi
"J D
a%ic pay and (he average

a9 ”ﬂflrlumnny,f e
basle pay, "
hatie pa
Let R(A, 13 A, ¢ (See imit. s
(n : rcuinnq]ruml| (A, €) be two relations r“:' 1, Page 74, Prah 2)
pressions for the following domain cafe, nive relational algebra
(n) {<0>|3b(<a, b>ep, i alculus expressions 01
(b) {qn'b'C>|<a'h:‘Er;\<.‘)fc_ '
(c) {<a>|3b(Ac{<a,b> 3 A-; a):f'a ;
S8, € > d8)ik

(See Unit-11, Page 105, Prob.17)

] Unit-11
i) Consider the relation Student (S!ild name, co
g , course, . Gi
student may take more than one course but ha year). Given that a
year of joining, s unique name and the
12

(a) Identify the functi ; .
. (b) Identify a candid::l:ll;;dur:?,:m;;lu;ﬂ dependencies for student.
depen d‘?ﬂcics ol stcf: (a;_ nctional and multivalued
| (c) E;;mahzc the relation so that every decomposed relation is in
| .
- : . (See Unit-II1, Page 142,
(ii) ;hgxzt is NULL ? Give an example to illustrate t::Stirlngchr Ni}nitz
‘ : & (See Unit-I1, Page 64,Q35) 8
r
0] What is irreducible sct of dependencies ? Relati :
A, B, C, D and FDs, ies 7 Relation R with attributes
A—BC -
B—>C
A—B
AB—C
AC—D
Compute an irreducible set of FDs that is equivalent to this given set.
. , (See Unit-111, Page 125,Q.24)
(i) Explain Boyce-Codd Normal form with example and also compare
. B.CNF and 31‘.IF. (See Unit-111, Page 116,Q.9) 10
1. (i) Discuss the timestamp ordering protocol for concurrency control.
How does strict timestamp ordering differ from basic timestamp

ordering ? (See Unit-1V, Page 178, Q.43) 10
(ii) Consider the following two transactions — 10
T1: read (A); T2: write (A)
read (B); read (B)
B=A+B;
write (B)
Add lock and unlock instructions so that the transaction Tl and T2

(5)
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B v-Sem)
it deadlock free ?

pase Manag®
(See Unft-1V, Pagre ”H'Q‘“]

col. 18
o two-phase protee

locking
obserV!

Or
wo phase locking and show that it BUdt g

the concept oft (See Unit=1V, Page 175, Q)7

Explain the
scrinlimhrhty. "
- «nlain followin

E;Plrzccm'crabk schedule
: Cascadeless schedule
y Explain the recovery process

g M
_ (See Unit-1V, Page 159, Q.|5)

(sl'(' Unit-1V, |‘“l‘-° Isg! Qllﬁ

after system failure using checkpojp.
(See Unit-1V, Page 165, Q.26) 6

(i)

(iii
Unit-V
; following —
: Oracle describe the 10
(i) With TCSP";’;;: (b) Data dictionary (c) Segments.
(a) Daab (See Unit-V, Page 221,Q.4)
. 5 view 7 Create a view of EMP table 'named DEPT 20, to
(i) What1§ 2 Joyees in department 20, and their annual salary, g
show the emp (See Unit-I1, Page 99, Q.63)

9,

Or

.o features of ORACLE — 10
n the following (See Unit-V, Page 230,Q.37)

(See Unit-11, Page 70, Q.38)
(See Unit-V, Page 231,Q.38)
10

10. (1) Explai
(a) Sequence
(b) Triggers
(c) SQL loader. .
i+) Define the following terms =
. (a) Distributed system (b) Catalog.

|

B.E. (Fifth Semester) EXAMINATION, Ju]:le, 2011.‘1
(Computer Science & Engg. Branch) 1
DATABASE MANAGEMENT SYSTEM !

[CS-503(N)] k.

on from each Unit. All questions carry equa
Unit-1
nt system.
1. Discuss overall system structure of a database manageme ys

: t is view
Explain the difference between logical and physical schema. wh;lﬁ Q22)
Jevel in this context ? {Beu UnitL, EpET5

Note : Attempt one questi

Or
. ; sents and a8
Construct an ER diagram for a hospital with a set of patients s ol

4 jous tests
doctors. Associate with each patient a log of the vari

it th
s entities Wi
examination conducted. Also show the tables for various 031, Q:
attributes (See Unit-1, Page=%

(3]

(6)

i

(Sce Unit-V, Page 214, Q.14)

1 marks, |

(1) Primary key

Explain referentiy) i:"c:;ﬂndary ke
Y and j

Y (iiiy Forei
} m
ntegrity Constraineg

key (iv) Super key,
(See Unir.

What is SQL 7 whcp, data Or nit-11, Page 54, )20,
L models ; z
sQ sctrvclc'[ Program segmeny 1, ,,,,i:mp""“‘““ this a
conncct and disconnecy them to 5 dat l:ulcs and defay

ta
Unit-11y

rmalization 7
2 72500 2" Mustrate BONE with suitabie

bett
cnc;r than 3NF 2 Justify your answer. Also
(See Unit-IT1, Page 122, Q.18)

nguage 7 Write 3

lts. How can
, you
3¢ 7 (See Unit-y, Pages7.Q.27)

What do you mean by no
example. How BCNF is
explain functional depend

W that thi iti
his decomposition is 5 lossless join

following functional dependencies hold -
A—-BC,CD - EB-D -

Show that this decomposition js 4
ependency preservin iti
g decomposition.
(See Unit-TII, Page 140, Prob.6)

decomposition if the

Unit-Iv
What is a transaction in database ? D
along with various states of transacti
file in database recovery.

iscuss the property of transaction
on. Briefly discuss purpose of log
(See Unit-TV, Page 164, Q.23)
Or
What is concurrent schedule 7 What is conflict serializability in this context ?
What is time-stamp based protocol in context of concurrent schedules ?
(See Unit-TV, Page 180, Q.46)
Unit-V
Write short notes on the following :
() Distributed database
(ii) Triggers.

(See Unit-V, Page 215, Q.15)
(See Unit-11, Page 70, Q.38)
Or

etof | 0. Explain the following (any two) -

() RDBMS (See Unit-V, Page 201,Q.2)

(i) ANSI SQL
(iii) ORACLE exception handling mechanism. (See Unit-Y, Page 249, Q:58)

)
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Note =

(b]

)

(c)

(b)

—

ester) EXAMIN ATION, Dec,, ;ﬂ-l-l.

ter Science Engg. Branch)
MANAGEMENTSYSTEM
(CS-503)

B.E. (Fifth Sem
(Comp4
DATABASE

Attempt all questions. All questions carry cqual marks,
i)cﬁnc the following terms : ‘
(i) Dat redundancy and inconsistency

() Rcfcrcmia[ Int
R diagra
ith each

(See Unit-1, Page 3:Q.3§
cgrity (See Unit-II, Page 54, Q-IS)
i for a hospital with a set of paticnts and a sey of
patient a log of the various conducteq
tests is also associated. (See Unit-1, Page 31,Qu47) s
cept of weak entity used in data modelling ? Defipe

weak entity, identifying relationship, partia]
(See Unit-1, Page 23, Q.38) 1o

DrawanE
medical doctors. W

When 1s the con
the terms owner entty;

key.
Or

ntains information about professors (identified

ber) and courses (identified by courseid)

each of the following situations concerns

A university database cOI

by social security num

professors teach courses;

the teaches relationship set.

For each situation draw an E-

(i) Professors can teach the same cO
each offering must be recorded.

(ii) Professors can teach the same course in several semesters, and
only the most recent such offering needs to be recorded.

(iii) Every Professor must teach some course. :

(iv) Every Professor teaches exactly one course.

(v) Every Professor teaches exactly one course and every course
must be taught by some professor.

Define the following terms — 10

(i) Data Models

(ii) Domain Constraints.

Given the relation schema —

ENROLL (S#, C#, Section), St is student number.

TEACH (Prof, C#, Section), C# is course number

ADVISE (Prof, S#), Prof. is Thesis adviser of S#.

PRE-REQ (C#, Pre-C#) pre-C# is prerequisite course.

(8)

R diagram — 10
urse in several semesters and

(See Unit-1, Page 10, Q.16)
(See Unit-1, Page 21,Q.39)
10

(a)

(b) List the operations of relational a
(2)
(b)

- (a)

(

GRADE (g ¢
STUDENT (g, - e
e NT (54, g, 7®
5 clqucric: cr.pr.-:m”' Tnam
i I,!st of wlmlcl;r:":d i o 7
.!sl uhlmlcn Ia}lm! w": ey
(iii) List these prnf: i l'mr‘r' o
| Same coypg, o who ¢
(iv) List all studc' )
(v) List the s!ud:n:: i
What.arc the Varioys :::m
ﬁ,'ncnons With a syjap b
Dfscuss the selection |€_
with a suitable exa.m'plc :

v m::c tlh:n their ars-.-'mrlmhﬁ
N N one section of lhé
) b Course Number.
ol s 3¢ num|

CTistics of ?EL ?'chiramss five a
oink * Unit-11, page m%":f::;
(Sep L'nir-?{?mm; oo
+Pa2e93,0Q.55) 5

specify the following query i
Supplier (sid, sname addre.«::)mIatiouaj Yaba

Part (sid, pname, color)

Qatalog (sid, pid, cost)

(i) Find the name of suppliers wh
0

(i) Find the sids of
L suppli =
(iif) Find the sids of mpgl;:: :Eg Supply every par.
Supply red and greeq
part.

(See Unit-I1, Pag
- Fage 104, Prab,14)
" gebra and the purpose of each. 10
hat do you mean by Normalizat; (See Unit-I1, Page 96, Q.3
e 2100 ? Explain BONF and 3NF it
: (See Unit-
g/hat. do you mean by decomposition ofannhn}.pnge 118,Q.12) 10
onsider the relational scheme — relaton?
R (A, B,C, D, E, F) and FD,
ot DG C-34, D EF3AE4D
ecomposition of R into R
(E, F, D) lossless ? R SRR, 6, 1)t
Explam_ the requirements for lossless decomposition and depend,
preserving. (See Unit-IT Pl
nit-111, Page 133, Q.30) 10

10

Or
Define the following terms - 10
?) Functional dependency (See Unit-111, Page 121,Q.17)
(:1]|)) lbosslcss decomposition (See Unit-111, Page 130,Q.27)
) Thﬁ_pendency preservation (See Unit-111, Page 129, Q.26)
N G ird Normal form. (See Unit-111, Page 114, Q.6)
onsider the foowing relation -

©)
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/ B.E.
e Mnnsgemzmr System (t -
patabas itle, authormame: pook_type, listprice, suthoe nm"a“o"
book_title. g
Bmk(lmkr |
isher) . ‘ ) '
i he following functional dependencies exist -
suppose ;
bo:k title = publisher. hook_type
bnnk’t\-pc — listprice
ulho_mamc _y author_afTiliation
a‘} What normal form 1s the relation in ? Explain your answer
l i .
(..) ApplY normalization until yOU cannot decompose the relafign
(i) Apph reasons behind cach decomposition, 3

further. State the
n by schedule in the context of concurrent CXecutiop

BMS ? What is serializable schedule ?
(See Unit-IV, Page 160, Q.17)

us types of serializability with a suitable example
(See Unit-IV, Page 159, Q.14) 19

trast the features of log based recovery mechanismy
g based recovery. Suggest applications where
recovery scheme over check pointing. Give an
ointing based recovery scheme. Discuss the
(See Unit-IV, Page 166, Q.27) 10

(a) What doyoumed
of transactions 11

-
/e

Discuss the vario

(b) Compare and con
versus check pointin
you prefer log based
example of check p
recoverable schedule also.

Or

(2) Explain the following terms =
(i) Deadlock detection and recovery (See Unit-IV, Page 168, Q.30)
(See Unit-IV, Page 183, Q.48)

8. 10

(i) Multiversion techniques.

(b) What do you mean by locking technique
Discuss the various locking techniques and recovery with concurrent
(See Unit-IV, Page 187,Q.56) 10

can they

s of concurrency control 7

transaction also in detail.
9, (a) What are triggers 7 Explain with suitable example. How

help in building Robust Database ? ~ (See Unit-I1, Page 72,Q.39) 10
ch

(b) Describe the different types of file organization. Explain usinga sket
of each of them with their advantages and disadvantages. 10
(See Unit-I1, Page 65,Q.36)
Or
10. (a) Explain the index schemas used in DBMS. 10

(b) How does a DBMS represent a relational query evaluation
(See Unit-111, Page 147,

plan?
Q42) 10

(10)

k:.l

o

e

Nofe (i) A"Cmpi -

€ (uest;
(ii) Al questions car:;:fm from each (nie
Cug it

Ma, s,

What are the majn gc  Unit-g
database managemep, s;:tc e between a fil.
N ’
of a database syste, Ms:'::“; Seribe o PPOCESSIng system and a

i the o
connection amongst jy various“’ the conper: - | SYStem architecture

ectio
Construct an ER diagryp, o« ~"Ponents " SyStem. Also show the
0 - (See| Mit-I, Page 9, 0.12)

entity with attribytes o,
hibutes §8¢ o, 7 20Ut refationsp,

account enm)_/ with attribytes :2':& Name, c:::znshlp- Ct{smmcr
Account relatlonship With date am;uﬂ! No. ang balug “umefcclfy and
tes, ustomer

Unit-Iy L.Page3
Wh.at do Yyou mean by query Heizn age 33, Q.49)

taking suitable examples, 8¢ ? Explain following .
X;soscilelct' (i) iject (iif) Cm%ian Operations by
plain superkey and candidate k;mm (V) Rename (v) Union
- (See Unit-I1, py .
-Page01,Q.51)

¢ Also, explain functjq, : S
nal dependency, A
. (See Unit-I1, p
‘ ) Vsl s Page 63,0.32)
What is the utility of nhormalization & varig
concept of transaction atomicity and sel1'ali;sibui.}inml Pt
ty.

(See Unit-1v, Page138,Q.13)

Explain why INF is ac rocess
: ceptable for data p in, icati
;if:u; 21N§ i beter than INF. Is BCNF better dan3NF gﬁigm
clation that is in 3NF but not in BCNF,(See Unit-llll Pan:?;;ﬂg fg
; Unit-1V Fo——
;Vn?;:t lst Fransactlpn ifl database ? Discuss properties of transaction. Explain
action logging in databases and its use in two phase commit policy.
(See Unit-IV, Page 186, Q.52)

MW AR A=) rrr—————

What are ¢ >
; atabase locks and how do they lead to deadlock ? Briefly

disc . p
USs strategies for preventing deadlocks. How do you detect deadlocks ?
(See Unit-IV, Page 175, Q.37)

(1)
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B‘E-- V-oeriy
ment sysfsm (
m‘? Manag® Unit-V
(i) Self join & outer join,

9.

Discus
seCUﬂ‘ty‘

Note :

(v) Exp

(c)

(b)

write shO
@

F WO —
1t notes on 813 database
RDBMS (i) pistributed (See Unit-V, Page 233, Q.43
ssing does the oplimization oceyy
base. Also, explain databage
(See Unit=Y, Page 223, Q.29)

—

1n quﬂ'fy meC‘
nt during of distributing datal

B.E. (Fifth Semester) EXAMINATION, Dec. 2013
DATABASE MANAGEMENTSYSTEM
(CS-503) .
v i 'ra_._,*‘_]

t any one question from each Unit.

carry equal marks.
Unit-I

Explain Stem structure of DBMS. (See Unit-1,Page5,Q.7) 4

lain the following terms — : 6

(i) Database schema (S8 Unft-l’ Page14, Q.11

(ii) Data independence. . (Be Unit], Page16, Q.08

Differentiate between two tier and three tier client/server architecture,
(See Unit-1, Page 5,Q.6) 4

Or
6

(i) Atempt?
(ii) All questions

Explain the following —
(i) Mapping cardinalities
(1) Participation constraints

(i) Attribute inheritance.
(See Unit-I, Page 37,Q57)
8

tabular representation of the following —
(ii) Weak entity set

(iv) Generalization.
(See Unit-I, Page38, Q.59)

Explain the
(i) Strong entity set
(iii) Relationship sets

Unit-1I
Explain the following with examples —
(i) Super key (ii) Primary key .
(iii) Alternate key (iv) Extensions and Intensions.
’ (See Unit-11, Page 56,Q.24)
What is union compatibility ? Why do the union intersection and set
difference operations require that the relations on which they 3’;
applied are union compatible ? (See Unit-11, Page 89,Q48)

(12)

5. (a) Consider the relation R

¢. (a) Consider the relationa] schema R(A, B

(n) Jlix::lalp}nnmral o
wilt.
(h) Comidc:' :r::r l:ﬂ
o e join, ter joi
fi) memyce‘"mgg s - .Paa,';: nd theta
) Dcpmmm G, OB, Neme under |; '3'61)7
ned. 7

For ¢ - i
ach of (he ronfmnuf‘v I)em.mm;m' Sex, Salary, Dept-No)

(i) Retriey '
i ¢ the 8 queries g;
(ii) Retrieve p, "AMeS of emple &ive expression in sOL
(i) Retri Mes of al Y¢€3 in departm,
(iv) W Jieve the aVerage - Ployees who g
tite SQL DD, gpy o 2 Of all fnmrce,:::, n department-5

of shove data Oyees
base.

(See Unit-

I1, Page 79, Proh.10)

dependencies -
- ,D,E,F,G.H.I,I)andsetof

Ompose R in INF
. . and
(b) Differentiate betweep INFand B CNF(See L‘uit-IIL::{gF : 2.
A% i e 126, Prob.2)
€Xamp 7

- (See Unit-IIT, Page 113, Q1

C) with FD’s AR
w2 -C,
R‘Smmf"bmnothBCNI-‘.Aa;g

(b) Explain various ste
Ps of query optimizatj !
ion. Also discuss optimizati
ptimization

methods.
(See Unit- o
- 111, Page 143,Q.40) 7

(a) Explain various transacti
. saction states wi i Ipti
its state diagram. P !ht(tgdescnptmn. i
> ee Unit-IV, Pag
(b) State the write-ahead log rule. Why is the rule Z};clj“ess::;zlszi -
! 4
(See Unit-IV, Page 164,Q.24) !
(See Unit-V, Page 165,Q.25)3 ¢
C

C—o A Show that the schema
determine minimal keys of R_

(c) Explain checkpoint record.

Or
(a) State two i
phase locking theorem. Explain how two ph i )
deals with RW, WR and WW conflicts. = lOCkm’f (

b g

(b) Transaction usually cannot be nested inside one another. Why not 3
(c) o (See Unit-IV, Page 154, Q.8)

;:/}g(t)a“’ the recovery implication of physical writing database buffers )

MMIT ? (See Unit-IV, Page 162,Q.20) ¢ |

(13) /) W
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gemenr System (BE. \

Unit-V |

line queries and fashback querjeg, §

(See UiV, Page 237, ), 4y,

rabase Man?

rarchical querics, in

-¢plain hic

(n) Exp , e ?
clions M Orac
) What are user defined funclic (See Unit=V, Page 25.‘.(‘).,,1)
(b . e Talid. Pans
. dictionary. (See Unit-l, Paged, Q.5)4
(¢) Explainda®® or _
od and parameterized cursors,

in nest
cursors ? Explai (See Unit-V, Page 248, Q87

0. (x) Whatar

lain— ‘
. 5}‘1‘ Hicrarchical querics
) Inlinc queries

=

(i) Answer fiv 3
(i) z?g)ans of each question are to be artemptcd_ at one place.

iii) All questions carry equal marks, out of which part A and B
= 2 marks, part C (Max. 100 words) carry

(Max. 50 words) carry
x. 400 words) carry 7 marks.

Design and Drawing etc.

(See Unit-V, Page 237, Q.48)

—==—
2

B.E. (Fifth Semester) EXAMINATION, Dec. 2014
DA“LABASEMANAGEI\MT SYSTEM
(CS-503)

|
|
|
—

e questions. In each question part A, B, C is

o internal choice.

3 marks, part D (Ma 400
(iv) Except numericals, Derivation,

U”it'l
1 ]] .
/i t 'b ed a l'oach dlffclent frO !he fl]e based
. (3) ow 1S the da a-pas pp ".1

approach ? o

(b) Differentiate the term data, information and knowled 1
(See Unit-I, Page3,Q.2)

(¢) Whatis schema and subschema ? Explain these two concepts thrm:ggh

(Sce Unit-1, Page 14,Q.19)
ncies ? Can data
se approach is

examples.
(d) What are the problem caused by data redunda

redundancy be completely eliminated when a databa
' e (See Unit-1, Page 4,Q4)

used.

Or
Define the concept of aggregation. Give severa
this concept is useful. (See Unit-I, Pag

| examples of where
¢ 33| Q'SI)

(14)

Dafnba,., 1 U,

Ment g
Yilam Be
. V-Somy

. () Wha
"0 Wiy et 1
DML Mlerenc, belw:, of301, 9 b
Dmcf-'dum[ DM;‘"-IL Page 61, 0.29,
. non pfm:cdu"l

(¢) Explain (h ch
. (Sen 110
" Telation, pjgg . " Page 64,034

dutabaseg, —Cleristie,

() ::anl ;l::l integrig tain by Xplain he relati
1] ! 1 Voo [ 1 10
How are lg:c:e o raing, "1 Definete gy :31:::1 - Pagesy, r’-:‘::
OMstraingg €Xpres (See l,nit-:[':y: €Y constraing
. +Fa
Explain the Join o n L7 2e34,0).19)
; (R re'ev
nce and ;
ity
. : o s,
(a) Discuss how danglin mUnn.]” (See Unjy i1, Page 95, Qs1)

L ”
: e
(b) Whatis query OPtimizagigy ?may

(c) What l.S join depcndm 0_33
Y ? How i - .S Unit-fry_p oy
o e i g Gy 0 0
1S the back b < (See Cnit-
database system shoyq ﬂm?e Of relizhiy ;eri-fz::e 139.037)
Comment on the aboye Smeﬂ!entqt NOMmalization -ni; r;hahlc
the above statemen¢ ”emasonmw £ NP,
i Ot oragains;
What is Normalizati i
f 01‘;nahzam,n ? Explain secqqg

of an example, 1d normal form iy,
pir the help
Unieqy e UL, Page 1y, Q3)

i (a) What is web databases 9

(b) Define the concept of data i
. arehousing. (See Unie.qv-
(c) Whatis schedule ? What js an interlmveé scheldn!ill.{:‘ Puge— i
rclatet.i to the term serializability ? (See Unitel;-How i
(d) Explain the advantages and disadvantages of dis;rib‘ul::gii;:t;qm)
ase,

(See Unit-Y; Page 218, .19)

(See Unit-v, Page 199, Q.67)

Or
What is time Stamping ? i :
; 8 ? Explain a mechanism of concurren,

that uses time stamping with the help of an examples, SR

(See Unit-IV, Page 180, Q.45

& b Unit-V :
) Wi IN€ segment, extents and block.  (See Unit-V, Page 213, Q.12)

at is flashback queries ? Where it is used ?
(¢ . (See Unit-V, Page 237, Q.47)
) Explain the advantages of stored procedures.
(See Unit-V, Page 254, Q.62)
(15)
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Jling and why it is needed 9 Alsg

1 system. Defined exceptions,
(See Unit=Vy Page 249, Q.84

| System (B.E.
ception han
is PL/SQL eXCP . o ar
[ “::‘:i:uccr dcﬁncd exception
ex *
Or

50 Manageme”

Explain u.'c-mkc‘:“::[ﬁi_cit cursors (S“f‘ Vs Q.55)
(i) Implict ST multi-threaded server-(See Unit-V, Page 213, Q.13

rer) EXAMINATION, Dec. 2015 l

- Semes'
BE. (;‘gmmpmmmmmsysmm : |
(CS-503) : !

questions. In each question part A, B, C js

wer five . ;
N art has internal choice.

ulsory and D P
- ;ﬁ;r:ans of each question are to be attempted at one place,
11

: equal marks, out of which part A and B
(iii) All a:!‘“?g ?Zr‘zl?;{:aiy 2 marks, part C (Max. 100 words)
c(];:n/-ji marks, part D (Max. 400 words) carry 7 marks,
cept numericals, Derivation, Design and Drawing etc.
Unit-I
hierarchical data model considered inflexible ?
(See Unit-I, Page 44, Q.63)
the term data, information and knowledge.
(See Unit-1,Page 3,Q.2)
set ?
(See Unit-I, Page 23, Q.38)
level architecture of DBMS. Explain how does it
(See Unit-I, Page 15,Q.21)

Note: (D) A

(iv) Ex
Why is the

(b) Differentiate

(c) Whatis weak entity set and strong entity

(d) Discuss the three
lead to data independence.
Or

Construct an E-R Diagram for ho
set of medical doctors. Associate i
tests and examinations conducted.
Unit-IT
ational calculus and relational algebra.
(See Unit-11, Page 100, Q.66)
(See Unit-11, Page 52, Q17
tors 7 Why theta join 18
Unit-11, Page 94, Q56)

spital with a set of patients al'ld a
th each patienta log of the various
(See Unit-1, Page 31, Q47)

Differentiate between rel

State two integrity rules.
What are the various types of inner join opera
required ? (See

(b)
(c)

(16)

(1) Explain the ¢
dﬂlabaqe'_

Whﬂf are [y Or
f D D
iV i ML a D(.
Bive one Command fo, ::ch :-'
o

3. (1) Whatdo,,fmn,.ca Unitrgy

n by the teTms logsless

(b) Whatig Multivalueq 4

(c) Write a brier T0tes on triy,)
2

(See Unit.

enci
les? (See Unit-

and
(See Unit-
must be in
(See Unit-

(d) Prove that 5 refat;
tion which is ;
n 4NF

examples.
4. (a) Whatis web databases ?Umt-Iv
(b) Compare OODBMg and DBMS
(¢) Whatare challenges in designin - bj
(d) Whatproblems occur in the day e
ACID properties 9 Explain

(See Unit-
(See Unit-

Or

Explain the significanc
¢ of multimedia
two examples for each, B

i Unit-v
5. (a) What is inline queries ? Where it s used ?

(b) How the “GROUP BY” clause works ?

? Different;
me‘e. 1ate amo

(See Unir.

g the three ang
I Page 13, .39,

d“Ofnposition 7

MM, Page 130, .27,

ITI, Page 137, Q34)

non-trival dePCﬂdencics

1T, Page 123,Q.19)
BCNF.

INE,

IT1, Page 120, Q.16)

0 ? Justj
UStify the peegd for Rormalization with
(See Unit-M1, Page 109, Qn

IV, Page 199, Q.67)
IV, Page 196, Q.62)

ect-oriented databases 7 Discuss
tabase when transact; :

ons do not satisfy

database. Also give

cf)

(See Unit-V, Page 236, Q.46 ( | .‘
(See Unit-V, Page 229, Q.34) | )

(c) Differentiate between implicit and explicit cursor,

(See Unit-V, Page 247,Q.55

(d) What is triggers ? Write various types

of triggers.

(See Unit-V, Page 256, Q.65

Or
What is PL/SQL exception handling and why it i

<)

s needed ?

(See Unit-V, Page 249, Q.55

(17)

/)
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semester) lCXAhl'NAT'!9E:1:'|i:'10 20168
B ASEMANAGEMENTSYSTE
DATABASE |

(CS-503)
stions. In cach quc§‘i:°n ARG
o 3“13';».«'1 has intcrnal ctlt]col:::pl-t?d at one place,
comP“lso?"::ch question arc'l;ﬁsbc;:n of which part A apq
(i) t\” P’l’;:‘ﬁms carry cqga!L:r‘}';S' p’.,m C (Max. 100 words) carry
(iii) All ques “

! ks.

. 50 words) carmy £, 0 words) carry 7 marks
9:§§}ks. part D 1( Mg\c.n'.i-ation, Design and Drawing etc.
= icals,

Unit-1

(iv) Except numerica

T

Note: (i) AnsW

(See Unit-1, Page 14, Q19)
i as 7 ialization ? (See Unit-I, Page 36, Q.54)
I8 et s ggregation and o gt he cafty fypos
() \\r},’; is entity and attribute ? (See Unit-, Page 26, Q)
il dels briefly with an example,
(d) Explain the various data mo: (See Unit-L, Page 11, o1
ar i database
arketing company databage,
Draw an ER diagram for a small m (Sec Unit-1, Page 33, Q.48)
i data.
Assume suitable UnleT
< Pk (See Unit-II, Page 70, Q.3§)
((b) What is SQL triggers . (See Unit I, Pr?gchgﬁ g:gg
(c) Explain integrity .;Dns gs g AT query langusges 7 Di
(d) What are dlffegen typ Sinilsing the oisties. ol
different techniques for op (See Unit-TII, Page 150, Q.
Or

A ivision with example.
Explain select, project, join and division (See Unit-I1, Page 96, Q.58)

(See Unit-II, Page 61, Q.30)

[}

Unit-IIT . 142,Q.39)
a) State the purpose of query °ptimiza“°n'(§m Iljﬁli‘r-.]illlf,[;:nggce 114,Q.6)
. (i;) Define the third normal form. ) q( g Unit-1, Page 25,Q.39)
EC; YAt oopu foes ) wcak_ il s;‘:‘i&tﬁ.lnc(tsig;al dcp::ndencics with
(d) Explain non loss decomposition an (Sec Unit-L11, Page 131, Q.28)
example. e

Qr : F, G, H, 1, J} and
Consider the universal relation R{A, B, C, D_’::’{g}G,{A} (D, E}?,

set of functional dependencies F = {A, B} t i’s the key for R
Do s et i

Decompose R into 2NF, then 3NF re (aS:w U;lit-l"; page 126, Prob.
Unit-1V - 1v Page 158,Q:10)

4. (a) Whatis serializability ? (See Unit-1V, Pag

(18)

Systom g g,
] = V-Sem)
(v) What are i, Wee View ang table 9
(1) s * Problems of locy, based m',?;'n} ."'1""' Page9g, 64)
al 57 :
¢ and lain e three Concurren (S¢ U

nit-1v, p,y,,.
“NY problems " %€ 172,Q.35)

See Ifnit-f\r’. Page 169.0.3!)
"(psdatc'OT recovery techniqyes.
Unit-‘/ See Lmt-l\r. Page 190, Q.37)
(See Unjp_y, Page 245
‘nit-y, +Q.54)
- (See Unit-V, paoe 5 5
ed f'-mﬂlons and thejr Iimilations. i e
(See Cnit.v, Page 25
Mechanism i e

(See Unit-y, Page 249, Q.58)

with €Xxample,
(See Unit-v, Page 242, Q.53)

(Cs-503)

Note : (i) Answer five

compulsory ang
(i) All parts of eac
(iii) All questions

of which .
Max. 50 Wwords) carry marks, part ¢ Tocart A and B

Questions, [y each

! question part Ay B C is
s Interna] choice,

h questiop are to be arge,
ATy equal marks, out

Max. 100 wor ¢
3 marks, bart D (Max. 409 words) cag 7 marks. iy
(iv) Excep_l Numericals, Derivation, Design and Drawing etc.

: (See Unit-1, Page 26, Q.
(b) What is data independency ? (See Unit-1, page 16,Q.2 4
(¢) Whatdo You mean by DBMS architecture

?(See Unit-1, Page 5, Q7
(d) What is DBA ? What are the varioys roles of DBA ? :

(See Unit-I, Page19, Q3z.
Or )
Draw E-R diagram for Hospital management system and convert ’
into set of table schema, (See Unit-1, Page 31, Q.4 ™
= (1) What do You mean by attributes ?

(See Unit-11, Paged6,Q.n )
") Define referenial integrity constraints. (See Unit-II, Page 54, Q.18),
¢)

at do you mean by integrity constraints ?(See Unit-11, Page52,Q.7/.)
(@) Describe the following — _ =
(i) Relationa] algebra (See Unit-II, gage g;, g; )
(i) Relationa] calculus. (See Unit-II, Page 99, 1.65)
Or
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patabase Mana

3.

E. v-Sem)

Give an expression in SQL for the

gement System (B.

Consider (he employee data.
Ang query ‘

follmntlg (:cn::ﬂnycc—nnmc, strect, city)

Joyee-names compnny—namc,

-name, city)
manager-name)
who work for State Bank.

dence of all employees work

salary)

Works (emp
Company (company

- cmploycc-namc.
?im;gi;d (tllc name of all employees

i) Find the names and cities of resi

(i)
for State Bank. :
-4 all employee ID the database who
g in the database W

ind all employe¢
Pt pU O Bank.

do not work for State Bank,

(iii) ho earn more than every
(iv)

(See Unit-11, Page 77, Prob.7)

rmalization 7 (See Unit-111, Page 109,Q.1)

(See Unit-1,Page 3,Q.3)

(See Unit-111, Page 134,Q.31)

rformed 7 (See Unit-111, Page 143, Q.40)

ou mean by no
1a inconsistency 7
| value problem 7
optimization is pe
Or
Considera reaction Rwith fiveattributes A, B, C, D, E having following
dependencics : _ B, BC— Eand ED = A
(i) List all keys for R
(i) In which normal fo

(a) What do ¥’
(b) Whatis da
(c) What is nul
(d) How query

, justify your answer.
(Sec Unit-111, Page 127, Probd)
(See Unit-1V, Page 152,Q.3)

rm table is

in durability in transaction.

(3} By b istency in transaction ?

Vhat do you mean by consis !
o d (Sec Unit-1V, Page 152,Q.4)
(See Unit-11, Page 98, Q.62)

izability of schedule.

(¢) Define VIEWS.
(See Unit-1V, Page 158,Q.12)

(d) ExplainACID properties. Explain serial

Or '

Jain concurrency control techniques. Also discuss about locking
i 7y 3 (See Unit-TV, Page 187,Q.59)
202,Q3)

ic component of RDBMS. (See Unit-V, Page
difference between DBMS and RDBMS?
(See Unit-V, Page 203,Q4)

(See Unit-V, Page 245, Q39
es of PL/SQL. What do you mean by security ?

hile designing secure database ?
(See Unit-Y, Pa

technique.
(2) Explain bas
(b) What is the

(¢) What is cursors ?
(d) Explain the advantag

What the objective W ge 241, Q.52)

Or
example.

Discuss join operation and its types ik
(See Unit-11, page 92, Q)

(20)

_A

B.E. (Fifth Sem 20
Choice B ester) EXAMINATION Dec. 20
ased Grading System (C'BGS) 17
NA

Note : (f:; jtlltcmpt any five questiq

1k Iqucs_tions carry e ua!ns-

. cily explain aboy Dat.‘;]bascn;;;l::;n hi
architecture,

2

(b) Explain E-R Model ; :

odelin e ) (See Unit-1,
detail with suitable cxamplef P07

(See Unit-1, Page 30, Q457

(a) Consider the following tables
7

g:)nnﬂ;‘?l"“ (EEmP_no. Name, Emp_city)
O Wri{c (a "51‘5_{10. Company_name, Salary)
ey query to display employee name and
(i) Write a SQL query to di i
company name ; G g aae, -
( 10000, ¥y name and salary of all the cmployccz \:Eg]st])s.;‘l:a:;ti
i) Write ¢ i
com;a:l }c{ucry to display all the employees working in “XYZ"
®) g;n?dcr IfEc Rilndigsibiea SChismw Unit-TI, Page 106, Prob.18)
ployee (empno, name, offi ) t
Books (isbn, tille, authors, pui:c!‘l?;l':ﬁc))
lﬁ?{m {empno, isbn, data)
(Untt[:?:l;::j I;ohlio:;r:g quer;’es in relational algebra —
] es of em /|
i ng{jlsgcd by Mchw-H?llIc.,ms who have borrowed a book
ind the names of empl
o MchW-]II;i‘I)IYQES who have borrowed all books

(iii) Find the names of employees who have borrowed more than
f )

five different books published by McGraw-Hill,
(2) What is INF, 2NF, 3NF and BONF (Bffcce%;‘dy]\!;ﬁa]rupﬁégn?g'19)
(b) f:éari?;?et;mctiomldependencyandTri:?a:‘[cﬁl;::tti-r::12!1:11;2;:1:;1?;\2; J )
(+) What s two-phase locking and how doe(ssﬁiﬁfgsﬁﬁ;;ugim =
(b) g:;:;se the concurrency control mCCl(l:;[l‘St'l':HI:ll(;ﬂzl,ﬁgl:Sll.;l’;ng:aﬂbl\].
? (See Unit-1V, Page 187,Q.54) 7

(2) Explain Triggers and its types with examples.

(See Unit-V, Page 256, Q.65,7 /

“ 2 - .
1) Discuss the various type of join operations, Why are these inin,

requi
quired ? (See Unit-11, Page 98, Q.67 7

(21)
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v-Sem) Datatiagas Managarmany
mont System (B E. (1) Find the pames

Systom (B £ . V-Som)
tanage ot mechanism. How ofiey shoy
patabase Me ¢ ol checkpoint 1 ld

« reer

"‘n X oo
Wortking for mfosy- 4 cities of res

the purpos

) G y idence of emplo o
ixplain ormed 7 (bee U“"?I.\.'-)Il(l':g‘: “ih' 0.28)7 (i) Find the name of mj";i::rrw More than 20,000 R
6. ) ll\p—l.\ oints be perton 1 by distributed databases ? Give the varioug they live Ployees working in the same city where
\-lzln‘ jo you understand ©) { distributed database managemeny
What do 3
|I\\

(iv) Find the
: " s 0 - : : € name of emplogyess
advantages & | disadvantage (?ccl,,l,u.:).ll)'iiu:nzdug 181.[2-")7 (v) Find the 1oty andc;:;:g"_jtﬂ“::;;
i ve 7 How the i

;:;,::n:s aructured query frignas (See Unit-T1, Page 64,0.33) 5.
= (a) -

diﬂ‘ﬂ"“‘?mf’m“"]c\-cl architecture of DBMS. Also explain it

B e not working for WIPRO,
aid by each company,

(a) How does tuple- [5¢e Lnit-11, Page 107, Prob21)

; oriented relati
oriented relationg onal

I caleulys 7 e ptter from domain-
y ? : : (See Unit-1, Page o
1 Describe the ﬂ’:]":“:masc environment. (See l{)ngl-l:’{;ﬁ;:i. Q.20)7 (h) JE;I%!%}’IH dangling tuple 7 15 penE -, uron;;-r s n-:ﬁi ‘r:'m_:)“fl;rl‘
( jmportance ma ‘n‘b)’ mapping cardinalities 7 X_Pi B JC:;USW Giv .h €ntion reasan. (See { n‘""”.?.l':t' 137,032
& () Whatdoyou mea . (See Unit-1, Page ,Q.SB.; 6. (@) A rOnggmot'rclation schema R (A, B, C. D_ E, F)
o ¥ dinalities. tof SQL - | : £ > CF,B—>EandC — EF e
) O Cene the following in contex (See Unit-Y, Page 229, 0.35) attribute set (4. > EF} compute closure of
(b (i) Distinct clause (See Unit-V, Page 229, Q.34) (b)

What is meant by Jossless join decomposition ?
(i) Group by clause
(i) Union
(iv) Natural join
(v) Order by clause.

(See Unit-11, Page 87, Q.5)
(See Unit-I1, Page 91, Q.53

. See Unit-I11, Pae -
AreclationR = {A,B,C, D} has FD's F| nit-M11 Page 130, Q.27
(See Unit-V, Page 130.Q.36)

: — IAB ;
A}ISRisianF_ AB—=C C>D Do

7. (a) Expllainttwo phase locking protocol and also [ist advantages of this
] protocol. (See Unit-IV, Page 176, ) 39)

CS-5003 (ngfg ! (b) Why we need to do recovery in DBMS ? Explam various mcothod
B.E.;fr ISSQ May 2018 | use for recovery. (See Unit-1V, Page 162, .21

( 8. (a) What are the main advantages of a distributed database system ?
Choice Based Gradmg:[}]gl:[?]{nS{’ClS';'gI?‘[) ’| . ] (See Unit-V, Page 220, Q1)
DATABASE MANAGE Lt (b) Explain the following (any two) - n it
' () Techniques for concurrency control o
(See Unit-IV, Pagé 187, Q.54
(i) Web and mobile database (See Unit-IV, Page 200,8.08)
(iii) Dedicated server and multi-threaded server. =

(i) Attempt any five questions. All questions carry equal marks.
Note:

(i) Assume suitable value for missing data, if any.

Lisr four significant differences between a file-processing system
i

1. (@) (See Unit-1, Page9, Q.11 it e bl D
anda DBMS. tem architecture with neat
(b) Discuss in detail about database sys (See Unit-1, PageS5, Q‘:l)l mssim
i diagram for a banking enterprise with nlmastﬁu EXAMINATION, November 2018
B oty (See Ug‘“ﬁ":ﬂf&",i",gis o Choice Based Grading System (CBGS)
componen Tt 2 ribe the . \
) Whal: are the responsibilities ofa DBA ? I?gi‘c: Unit-1, Page 21,Q34) DATA BASE MANAGEMENT SYSTEM
data abstraction.

3. (a) Explain various key constraints with cxa(r;f:(i-} nit-11, Page51,Q13) | Note: (i) Attempt any five questions.

’ is information (ii) All questions carry equal marks, P
(h) What is data dictionary ? What it stores '; Hol;‘l"ﬁﬂ]r llt'.::g:: 222,Q25) (L. (a) Define Database Managcm:‘\’l System (DBJAS). W];zln zl:re the majo.
it ti ; sf:tl. and dc;;rcc of a relation components of this system 7 Explain eac :ge[?;?nit-l ‘l‘ngc -
4. (a) Whatis weak entity set and strong entity CSoe Unic 1L, Paged8 01 | | e o |
Lo el i relational algebra of the (b)  What are the different modulus p! TR e i
() Consider the relation schema. Find out the relations Pl ke oo
i 7
following queries — )
Empluyeiq(cmployee name, street, city),

Work (employee name, company_name, salary)

Company (company name, city),

Manages (employee name, pmnager_.nume).

(i) Find the names and cities of residence 0
for TCS.

f emplOYees \\rol'l’.ius

(22) J

% (a) Draw an E-R diagram of university by determinc entities of inter st

and the relationship that exist between these entities.

(h) Briefly explain the following -

(i) Functions of DBA (See Unit-1, Page 21,C.22

il lization, aggregation and specialization. C 7
L S (See Unit-1, Page 36, (7.53) o/

(23)

)
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: v-Sem)
ench case, give a sujryy,

{7 Why Is such t.'un-u;T'-
il ||

l‘_‘!lﬁ I"“'
constrain
See Irllii‘-ll Paye

Datab’
" repit LYPES ¢
. gifverent 1310 k
) !‘“:1:;:: “What is foreign key
¢an Vi
jportant ¢ -
;I\Tr-[:n.uﬁs the dlll‘h.n.nt e

onal algebra operations.
(See Unit-=11, Page !
g J“"J.Su

i Aations (primary keys are underli
_ - owing relations p ined) _
sonsider the m“? 0 {;nlnncc. pranch-name) )
AL no, cust=no),

iy

lati

("

(nl {

oy custe
{‘:i_" U (loan=no. 3N 1 ho).
(v) ©O o] {g’-j"‘"‘g‘ '.o;.s using SQL -
« the following ab ries B 4 Joan-no who have a |
(i) Fin all custmncr;no an oan ay
‘pernyridge et wio has an account but no loan at the
average account balance where bay
1000. (See Unit-11, Page 84 Aveny
L]

ter than
e between ER model constryey, |

sponde
corrﬁZ,ﬂmus. Show how each ER model ¢q 2
Jational model and also discuss ahens
(See Unit-1, Pagg :‘;Iaéj.,:

following FD for the relation Sthcw
i

accoun

Discuss the

relational model

Tn be mapped 10 7€
a ings.

Fpp o the clousure of the

t
(2) Compu ‘A B C. D, E}

= v &

a3, A=¥EC
Tl Tt o e E
R ' ‘B -)E
S W) o i
,;é..ﬁ_i_:_ ﬁst fhl’: c;mdidﬂte key R, rcdl:lt:l_: it 1n _3N_F qlsn.
" by What is meant by term heuristic optimization ? Discuss the .,
heuristic that is apphcd during query optimization. What is Etrﬂbz
r opﬁmizatiﬂﬂ '? ) ) See Ul'lit-l", P:tn,:. 148 0y
6. (a) Define BCNF.HOW docs it differ from 3NF ? Explain briefl;
) (hec U]]it-lu.l Page 16,0
oncurrent execution of database transaci y

i
' (b) What is meant by con
multiuser system 9 Discuss why concurrency control is needadr|
give example. ~_ (See Unit-1V, Page 171(!
7. (a) Explain how strict 2-phase locking is implemented. Show w3
example. (See Unit-1V, Page 176,04
d database system ? How it is different fron?
he uses of distributed 5}

(h) Whatis distribute
centralized database system ? Give t
(See Unit-V, Page A

llowing (any four) —
(See Unit-IV, Page 80!

(b)

h

1092

8. Wrie short notes on the fo

(g; Serializability
(1) Triggers (See Unit-T1,Page 1
(i) Comparison between OODMBS and DBMS
: o (See Unit-1V, Page ItV
(iv) Normalization (See Uni:-!l!.P!ﬂf'”"'“
(v) Timestamp ordering protocol for concurrency control

(See Unit-1V; P '“':#1

(24)
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